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Cyberpolitik consists of the following sections:

Research Articles: Each Volume would publish a selection of Articles covering aspects of
cyber politics and human rights with a broad universal focus.
Comments: This section would cover recent developments in the field of cybersecurity,

cyber politics and human rights.

Book/Article Reviews: Each Volume aims to review books on cyber politics, cybersecurity

and human rights.
Cyberpolitik Award: Each year one ‘Cyberpolitik’ prize will be awarded, for the best article

from material published in the previous year.
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EDITORIAL PREFACE: THE USE OF GENERATIVE ARTIFICIAL
INTELLIGENCE IN ACADEMIC WRITING AND ETHICS: THE CONDITION
OF HYPER-PLAGIARISM

Dear Readers

We are proud to present to you the 20th issue of the Cyberpolitik Journal. It is a great honor
for all of us to continue our journey that we started nine years ago without interruption. As the
digital world grows every day and every second, new developments and new technologies

emerge, we are trying to read and understand this domain within our limitations.

In an era dominated by the omnipresence of technology and interconnected digital
ecosystems, the role of artificial intelligence cannot be overstated. The articles featured in the
volume 20th issue of the Cyberpolitik Journal bring forth a compelling narrative, shedding
light on diverse facets of cyber landscapes, from ethical considerations and human rights to

human rights, from cybersecurity to data protection in digitally enriched environment.

The use of artificial intelligence in academic writing processes has increased at an
unprecedented pace in recent years. While artificial intelligence offers technical conveniences
and expanded access to academic literature, it simultaneously carries a serious potential to
undermine academic production skills and fundamental principles of academic ethics.
Academic production is, by its very nature, required to be original, written in an academic
style, and grounded in objective and verifiable scientific evidence. Academic texts are the

product of deep intellectual labor and are therefore regarded as reliable and credible.

However, the rapid and largely uncontrolled proliferation of generative artificial intelligence
tools has led to the subordination of academic ethics to pragmatic considerations, placing
academic writing under serious threat. First and foremost, generative artificial intelligence
does not produce original ideas or thoughts. At its core, it merely processes and recombines
information already present in existing databases. From a classical perspective, such
production is entirely secondary in nature and cannot claim originality. Consequently, the
direct and uncritical use of texts generated by artificial intelligence clearly falls within the

scope of plagiarism.
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This situation is more problematic than traditional forms of plagiarism. Generative artificial
intelligence is capable of producing inaccurate, incomplete, or entirely fabricated information
while using a highly persuasive and fluent language. Such outputs inherently carry risks of
disinformation, misinformation, and information manipulation. If the researcher lacks
sufficient expertise in the relevant field or fails to critically examine the generated text, the
incorporation of entirely fictional content into academic work becomes almost inevitable.
Unfortunately, current observations indicate that such erroneous and unverified uses are

becoming increasingly widespread.

A third—and perhaps the most critical—problem concerns the dimension of labor. Even in
cases of traditional plagiarism, the researcher typically engages in some level of academic
effort: conducting research, accessing sources, and exerting at least a minimal degree of
cognitive labor. In contrast, with the extensive use of generative artificial intelligence, even
this minimal effort is largely eliminated. The production process is almost entirely delegated
to the machine, while the researcher’s contribution becomes negligible. In such cases, neither
the idea nor the text belongs to the researcher, nor is academic responsibility meaningfully
assumed. Academic production thus turns into an ethically problematic activity with an

ambiguous or absent subject.

Thus, uncontrolled and unlimited use of artificial intelligence in academic work does not
merely result in individual ethical violations; it constitutes a structural threat to the credibility
of academia and to the epistemological value of knowledge itself. Although traditional
plagiarism and artificial intelligence—based plagiarism are fundamentally different, placing
them on the same level is neither accurate nor fair. Artificial intelligence increasingly assumes
the role of the first author. Therefore, describing such works simply as plagiarism is
insufficient. Instead, it is more appropriate to define these labor-free, error-prone, and ready-
made artificial intelligence products as hyper-plagiarism. This form of digital plagiarism far
exceeds traditional plagiarism in scale and severity and clearly constitutes an unethical

practice.

At its core, as argued by many liberal thinkers—most notably John Locke—property is
fundamentally grounded in labor. Through labor, individuals mix their efforts with nature and
thereby transform something into property. Intellectual property is similarly shaped and

constructed through labor. Excessive use of artificial intelligence, however, eliminates this
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labor. Under such circumstances, whatever is produced can scarcely be regarded as property

at all.

Moreover, artificial intelligence use is largely devoid of the critical thinking that lies at the
heart of academic writing. Critical thinking is a driving force of intellectual advancement.
Generative artificial intelligence not only undermines critical thinking but effectively
eliminates thinking altogether. Researchers increasingly resort to the comfort of artificial
intelligence, allowing it to “think” on their behalf instead of engaging in intellectual and
especially critical reflection themselves. As this reliance deepens, individuals gradually
distance themselves from thinking, resulting in intellectual stagnation and mental passivity. In
this sense, artificial intelligence contributes to a form of cognitive regression, contradicting

the long-held assumption that human evolution proceeds toward greater intellectual capacity.

Furthermore, artificial intelligence undermines the principle of objectivity, one of the most
defining features of academic production. Researchers strive—however imperfectly—to
interpret available data as objectively and impartially as possible. Yet artificial intelligence
algorithms are typically designed in ways that reflect the preferences, interests, and priorities
of those who develop or control them. On many controversial issues, artificial intelligence
provides one-sided interpretations, thereby obstructing the distinction between right and

wrong and undermining the collective pursuit of more accurate and beneficial knowledge.

Artificial intelligence also erodes the reliability of academic writing. While drawing from
existing databases, it can simultaneously generate information that is entirely irrelevant or
incorrect, thereby producing disinformation. Disinformation, misinformation, and information
manipulation ultimately undermine one of the core purposes of scientific production:
contributing to solutions for human problems. Rather than serving this goal, such distorted

information generates new problems and deepens existing ones.

That said, it would be incorrect to conclude that artificial intelligence is inherently harmful or
entirely unsuitable for academic work. When used correctly and responsibly, artificial
intelligence can function as a valuable analytical tool. Scholars may consult it for ideas or use
it to enrich their existing arguments. If artificial intelligence is purposefully trained,
transparently used, and carefully controlled, it can be beneficial. Researchers are ethically
obliged to clearly disclose the extent and manner of its use. This includes specifying whether
artificial intelligence was employed for language editing, translation, structuring, or idea

generation, and to what degree.
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When used transparently and honestly, such practices do not constitute ethical violations and
may even enhance the reliability and quality of research. However, in many submissions to
journals or edited volumes, authors claim that artificial intelligence was used solely for
editing or translation. Yet when subjected to artificial intelligence detection tools, careful
scrutiny, and comparison with the authors’ previous works, substantial portions of the text are
revealed to have been generated by artificial intelligence. This not only fosters intellectual

laziness but also encourages dishonesty, resulting in a comprehensive ethical failure.

For these reasons, I argue that academic texts in which artificial intelligence functions as the
primary author or is used extensively should not be labeled merely as plagiarism. The
appropriate term should instead be hyper-plagiarism, and such works should be categorically
rejected—at least under current technological conditions. Future developments may allow for
clearer distinctions between human and artificial intelligence—generated content, and new
ethical frameworks may emerge. However, the present argument is grounded in the existing
technological context and the current mode of generative artificial intelligence use. While it
remains uncertain whether the concept of hyper-plagiarism fully captures the phenomenon, a
conceptual tool is clearly needed to distinguish between traditional, limited, labor-based
plagiarism and entirely labor-free, thoughtless artificial intelligence—generated texts. In this

regard, the concept of hyper-plagiarism may serve as a useful analytical framework.
Contents of the New Issue

In recent decades, the rapid evolution of digital technology has fundamentally transformed the
way we live, work, and communicate. As the digital domain continues to expand, it brings
with it a myriad of opportunities that promise to enhance our global connectedness, increase
access to information, and democratize knowledge. However, alongside these benefits, the
digital age also presents significant ethical dilemmas that challenge our moral frameworks
and societal norms. As the contributors to this issue of Cyberpolitik Journal explore, the
ethics of the digital domain are multifaceted and require careful consideration from scholars,

policymakers, and practitioners alike.!

In this context, the first article of the new issue is handled by Muhammet Ali Demir with the

title “Digital Shield: The Protective Role Against Human Rights Violations in Cyber

! ChatGPT has been used for translation and language polishing purpose in this editorial piece.
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Interventions. The article explores the potential of cyber humanitarian intervention within the
framework of the Responsibility to Protect (R2P) in preventing and halting mass atrocity
crimes. Moving beyond long-standing debates on the sovereignty implications and
operational risks of traditional military interventions, the article focuses on the emerging
opportunities offered by digital technologies and assesses how cyber operations may
contribute to the implementation of R2P. Drawing on a normative analytical framework that
integrates international law, cybersecurity, and humanitarian intervention scholarship, the
study examines the role of cyber measures in safeguarding access to information, protecting
communication infrastructures, and constraining the digital capacities of perpetrators. It
further identifies key legal, ethical, and practical challenges- such as sovereignty concerns,
attribution problems, limited international cooperation, and accountability gaps- arguing that
cyber humanitarian intervention functions as a complementary, rather than a standalone,

mechanism for advancing R2P.

Carmen-Gabriela Bostan’s Study, “Artificial Intellienge in Education: Regulation, Ethics,
and Security”, offers an in-depth examination of the implications of using Al in digital
education, with a particular focus on algorithmic transparency, data protection and
institutional responsibility. The author analyses how Al systems influence decision making
processes in teaching and learning, highlighting the need for clear public policies to regulate
their implementation. Drawing on international best practices and case studies from Finland,
Estonia and Romania, the study proposes strategies for the responsible use of Al, including
training teachers in digital ethics, developing governance frameworks based on risk
assessment and ensuring human oversight of algorithmic decisions. Through an
interdisciplinary approach that combines digital pedagogy, ethical standards and legal
safeguards, the research argues for aligning technological innovation with democratic values
and human rights, so that Al becomes a tool for support and empowerment in education.
Overall, the paper provides a coherent framework for the ethical and safe integration of
artificial intelligence into educational systems, advocating for a sustainable and inclusive

approach to the use of intelligent technologies in learning environments.

The study, titled “AI-Driven Disinformation as A Global Cybersecurity Threat to Democratic
Systems”, written by Murat Emeg¢, analysiz that Al-generated disinformation has become a
new form of cybersecurity threat that targets not technical infrastructure but the cognitive
foundations of democracy—public trust, perception, and informed decision-making. It shows

how generative Al amplifies false narratives with unprecedented speed, scale, and realism,
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weakening electoral processes and institutional credibility. The study concludes that
democracies must adopt a holistic security approach that strengthens cognitive security and

societal resilience alongside technical measures.

The article “Dijital Kapitalizm Caginda Yapay Zekd, Gozetim ve Insan Haklari:
Mahremiyetin ve Ozgiirliigiin Gelecegi” by Demet Sefika Mangir argues that author
addresses the increasing importance of protecting human rights and freedoms. She
particularly emphasizes the growing surveillance systems resulting from the increasing
integration of technological tools with Al. She analyzes the threats these systems pose to both
fundamental rights and freedoms, as well as the right to privacy. In this context, the author
presents a theoretical framework that intersects the economic logic of digital capitalism with
the social impacts of surveillance technologies, examining how human rights are transformed

in the digital age.

The last article “Yapay Zeka ve Kiiresel Giivenlik Mimarisi: Gii¢ Dagiliminin Mekanizmalari
ve Yapisal Déniisiim” by Kiirsat Kan examines how artificial intelligence is reshaping the
global security architecture. It approaches Al not merely as a technical tool but as a capability
that accelerates and reconfigures power relations. The study argues that competition is
shifting from model success to strategic resources, including digital infrastructure, data,
compute capacity, and advanced chip supply chains. It compares emerging coordination
challenges across institutions such as NATO, the EU, and the UN. It also explains this
transformation through a traceable analytical framework built around specific mechanisms.
Ultimately, it maintains that modular governance instruments are more practical when global
regimes become gridlocked. In doing so, the article offers concrete policy options for risk

reduction and norm-making.

The first opinion was written by Mihai Sebe, Alexandru Georgescu, and Eliza Vas. Titled
"Democracy in the Age of Al: The Fine Line Between the Known and the Unknown," their
opinion paper offers a significant global perspective on Al and democracy, making a

substantial contribution to both this issue of the journal and the literature as a whole.

In the second commentary, Merve Suna Ozel-Ozcan offers fascinating insights with his
commentary titled " World-System Hierarchies and AI-Driven Security Competition.” The
second commentary is a powerful and original piece that blends world systems theory with
offensive realism in the context of artificial intelligence. In her opinion, the author offers the

reader a crucial perspective on the transition between the Al world and the classical world.
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Finally, an important book reviews provide valuable insights into ethics. Selim Miirsel Yavuz
reviews the book "Humans in the Cyber Loop: Perspectives on Social Cybersecurity " (Edited
by Dorota Domalewska, Aleksandra Gasztold, and Agnieszka Wronska) (2025). This study

offers a comprehensive overview of the concept of cyber loop in cybersecurity studies.

In summary, the articles, commentaries, and book review in this issue contribute to our better
understanding of the opportunities and risks presented by the digital age. These contents,
prepared with academic depth and visual integrity, aim to open doors to interdisciplinary
thought and new areas of discussion. We hope they inspire our readers and open new

horizons.

Nezir AKYESILMEN, Ph.D

Editor-in-Chief
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RESEARCH ARTICLES / ARASTIRMA MAKALELERI
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DIGITAL SHIELD: THE PROTECTIVE ROLE AGAINST HUMAN RIGHTS VIOLATIONS
IN CYBER INTERVENTIONS

Muhammet Ali Demir”
ORCID ID: 0009-0004-0201-8391

Declaration”
Abstract

Atrocity crimes represent some of the most severe violations of international order and are
primarily addressed within the framework of humanitarian intervention and the Responsibility
to Protect (R2P). Traditional military interventions have been widely criticized due to their
potential infringement on state sovereignty and the high risk of operational failure, whereas
emerging digital technologies have introduced cyber humanitarian intervention as a possible
alternative. The aim of this article is to explore the potential of cyber operations in preventing
or halting mass atrocity crimes within the context of R2P and to critically assess the legal,

ethical, and practical constraints of this approach.

Methodologically, the study adopts a normative analytical framework, drawing on
international law, cybersecurity, and humanitarian intervention scholarship to establish a
conceptual and legal basis. Existing literature tends to focus predominantly on military or
diplomatic means of intervention, with only limited engagement with the notion of cyber
humanitarian intervention. This gap highlights the need for a comprehensive assessment of

how cyber measures align with international law, their feasibility, and associated risks.

The findings suggest that cyber interventions may support the implementation of R2P by
safeguarding access to information, protecting communication infrastructures, and limiting
the digital capacities of perpetrators. Nevertheless, the approach also entails significant
limitations, particularly concerning state sovereignty, attribution challenges, the lack of
international cooperation, and ethical accountability. In conclusion, while cyber humanitarian
intervention does not constitute a definitive solution on its own, it can be considered a

complementary tool for enhancing the effective realization of the R2P principle.

Keywords: Cyber, Humanitarian Response, Responsibility to Protect, R2P

" Lecturer, Turkish National Police Academy, Karaman, Tiirkiye, malidemir1501(@gmail.com
* This article has been prepared without the use of any Artificial Intelligence (Al) tools or assistance.

Cyberpolitik Journal Vol. 10, No. 20, www.cyberpolitikjournal.org

112

<< Winter 2025

/,
N\

<


mailto:malidemir1501@gmail.com

Introduction

Atrocity crimes are crises that threaten individuals right to life, lead to widespread human
rights violations and mass victimisation, and necessitate solutions from the international
community. Such crimes, particularly in situations such as wars, genocides and internal
conflicts, make the protection of civilians a moral and legal responsibility. In this context, the
approaches developed by the international community through the principles of humanitarian
intervention and R2P play a significant role in preventing and resolving victimisation.
Humanitarian intervention aims to establish a rapid and effective intervention mechanism for
crisis areas by balancing the sovereign rights of states with the fundamental rights of
individuals. However, the political, legal, and ethical dimensions of these interventions give

rise to international debates.

In recent years, alongside technological developments, transformations have been occurring
in the dynamics of conflict and crisis, with cyber technologies reshaping the concepts of war
and intervention. In this context, cyberspace has emerged as a new arena of struggle for
individuals, institutions and states through information and communication technologies. The
growing influence of cyberspace has brought the concept of humanitarian intervention into
the digital realm. At this point, the concept of cyber humanitarian intervention refers to an
innovative approach developed to prevent human rights violations and protect civilians
through digital technologies. Methods such as information operations, digital surveillance,
and the protection or manipulation of communication networks in crisis areas are considered
within the scope of cyber humanitarian intervention. However, this new paradigm raises
questions about how it will align with the principles of sovereignty and intervention in

international law and how it will be ethically grounded.

The role of cyber humanitarian intervention in preventing human rights violations is of
critical importance, particularly in conflict zones, in areas such as protecting communication
infrastructure, preventing disinformation, and ensuring the safety of victims. However,
fundamental challenges encountered in this process include interventions that conflict with
states sovereign rights, the risk of misuse of technological tools, and technical and political
obstacles that limit the effectiveness of digital interventions. Therefore, cyber humanitarian
intervention stands out as a multidimensional phenomenon that presents both opportunities

and risks.
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This article will first examine the theoretical foundations of the concepts of humanitarian
intervention and the responsibility to protect. It will then discuss the characteristics of
cyberspace and the concept of cyber humanitarian intervention. Finally, it will explore the
role of cyber humanitarian intervention in preventing human rights violations and evaluate the
opportunities and limiting factors in this field. In this context, a critical analysis will be
presented on how cyber technologies provide advantages in humanitarian intervention
processes, as well as how international law and ethical values will be shaped. The article aims
to discuss the potential of cyber humanitarian intervention to offer an innovative solution to

humanitarian crises.
The Concept of Humanitarian Intervention and the Responsibility to Protect (R2P)

Over the past thirty years, the concept of humanitarian intervention has been one of the most
frequently debated topics among both academics and practitioners. Questions such as what
the challenging role of the concept is in relation to state sovereignty, or what the minimum
level of crisis should be for intervention in humanitarian crises caused by the sovereign itself,
have formed the basis of this debate. Given that humanitarian intervention is a concept that is
controversial in essence, it is important to define it in order to express its scope (Gulati and

Khosa, 2013: 398).

Saban Kardas (2003: 21) defines humanitarian intervention as coercive action taken by a state
or states or international organisations against a target state that seriously and flagrantly
violates human rights, with the aim of protecting the target state's citizens, through the use of
armed force or the threat of force, regardless of the target state's consent. This definition, on
which Kardag bases his argument, is actually in line with the definition adopted by NATO in
November 1999. The fundamental elements of this definition are focused on sovereignty and
human rights. Firstly, for an action to be considered humanitarian intervention, there must be
a violation of the sovereignty of the target state. Secondly, the fundamental trigger for the

intervention must be the aim of resolving human rights violations (Roberts, 2000: 1).

International law did not consider any intervention on the territory of a state without the
consent of that state to be legitimate, even for urgent humanitarian purposes agreed upon by
the entire international community, until the Second World War. In 1945, however, the
United Nations (UN) prohibited intervention, banning the use of force or the threat of force
against the territorial integrity of a state, and also prevented any state from providing military

support or intervention to either side in another state's civil war. Serious efforts to develop a
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form of collective intervention began under the leadership of the UN Security Council
(UNSC) with the end of the Cold War. In 1991 and 1992, interventions took place in Iraq and
Somalia, not primarily justified on humanitarian grounds — a term not found in the UN

Charter — but fundamentally due to mass human rights violations (Helkin, 1999: §24).

In 1999, NATO bombed Yugoslavia to protect the Albanian population in Kosovo from
ethnic cleansing. Although this military operation was considered morally justified, it was
criticised for violating international law for the sake of interests, and indeed the UN Security
Council did not express a favourable opinion on the military intervention in question.
(Gilligan, 2013: 22). The Kosovo intervention and crises such as those in Rwanda, Burundi
and Bosnia and Herzegovina, which led to mass killings in political history, have revealed a
normative deficiency agreed upon by both states and international organisations (Coady,

Dobos and Sanyal, 2018: 18-19).

The Canadian government established an independent commission called the International
Commission on Intervention and State Sovereignty (ICISS) in 2000 in an effort to overcome
the humanitarian intervention crisis. In 2001, the commission published a 90-page report
entitled The Responsibility to Protect (R2P), accompanied by a 400-page book detailing the
report. The most significant development for the concept came in 2005 when heads of state
endorsed R2P in the Outcome Document of the UN World Summit. In subsequent years, the
UNSC referred to the R2P concept and published a report entitled Implementing the
Responsibility to Protect in 2009 (Badescu, 2011: 3).

The ICISS report essentially consists of three main sections. These are prevention, response
and reconstruction. Prevention is the first section placed at the centre of R2P. This stage
involves a shift from the habit of responding after a crisis has occurred to the habit of taking
preventive measures before a crisis occurs (ICISS, 2001: 39). The prevention phase is itself
divided into three sub-headings. The first part is the Early Warning and Analysis section,
where data and information on human rights violations are collected, the reality is clearly
revealed, and the aim is to take swift political action based on the data collected. The second
part is Efforts to Prevent the Root Causes of Crises, which aims to transform the main causes
of conflict, such as income inequality, underdevelopment or political oppression, through
various reforms, effective governance, the protection of fundamental rights and freedoms, the
rule of law and the development of welfare. The final section is Direct Prevention Efforts.

This section includes various sanctions such as providing direct assistance to the violated
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community, imposing political sanctions on the violating state, diplomatic isolation, and the

threat of force (ICISS: 21-24).

Reaction is the second and most controversial section of the R2P report. There are two main
reasons why it is controversial: firstly, reacting poses a threat to state sovereignty; secondly,
the question of who has the authority to react. At this point, the ICISS has established six
fundamental criteria for the legalisation of a military response to mass human rights
violations. These are: proper authority, just cause, right intention, last resort, proportionate
means, and reasonable expectations. Proper authority lies with the most appropriate
international body, the UN Security Council. Just cause refers to situations involving large-
scale loss of life or ethnic cleansing. Right intention is to stop and prevent human suffering.
Last resort means that all possible diplomatic or non-military means must be considered
before resorting to military force. Proportional means that the level, duration and intensity of
the intervention must be kept to a minimum, taking into account humanitarian safeguards.
Reasonable expectations should be pursued if there is a likelihood of success in preventing a

humanitarian crisis following the intervention (ICISS: 32-37).

Reconstruction is the final section of the ICISS report. This section actually addresses the
question of how to emerge better from the state that has been intervened in after the
intervention and focuses on the post-intervention period. The fundamental aim is to ensure
lasting peace. The objective here is not to provide humanitarian aid or achieve development
goals, but to create the right conditions for genuine reconciliation that will eliminate the
possibility of renewed conflict. The reconstruction process is divided into three sub-sections:
security, justice, reconciliation and development. The coordination established between local

and international actors facilitates reconstruction efforts (ICISS: 39-45).

The 2009 UN Secretary-General's R2P report examined the extent to which the Responsibility
to Protect implementation strategy assisted the organisation's efforts to fulfil its commitment
to protect communities from atrocity crimes, highlighted shortcomings, and stated that R2P
should be understood as a programme based on three pillars. The first pillar is the state's
responsibility to protect. A state is required to protect its own society from serious human
rights violations such as genocide, ethnic cleansing or crimes against humanity, and this is an
international obligation. The second pillar is international assistance and capacity building.
Unlike the responsibility placed on the state in the first pillar, this pillar places a responsibility

on the international community, including supporting states in protecting their populations
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from these crimes, including meeting the urgent needs of communities at risk. The third and
final pillar is the international community's timely and resolute response through the UN.
This means that, when peaceful options prove insufficient and the relevant community cannot
be clearly protected from atrocity crimes, member states must take collective action through

the UN Security Council (United Nations General Assembly, 2009: 2).

Nicholas J. Wheeler (2000, 34-35) argues that four fundamental thresholds must be met for an
international military intervention to be considered a legitimate humanitarian intervention.
First, the existence of an urgent humanitarian situation, such as mass deaths or ethnic
cleansing; second, the exhaustion of all diplomatic and economic avenues, making military
force the last resort; third, the violence used must be proportionate and not exceed the
humanitarian objective; and finally, the intervention must have a reasonable prospect of

producing a positive outcome in improving the humanitarian situation in the region.

Sovereignty in the modern international system functions not merely as a protective shield
against external interventions, but rather imposes a positive responsibility upon states to
ensure the welfare and security of their own populations (Deng, 2010, 354-355). The R2P
doctrine has redefined state sovereignty by shifting it away from Jean Bodin’s classical
interpretation of absolute and inviolable authority, reconceptualizing it instead as a sphere of
responsibility inherently linked to the duty to protect the population. Gareth Evans, the former
co-chair of the ICISS and one of the primary architects of the doctrine, articulates this

transformation in the following terms:

The issue is not the right of states to intervene, but rather the responsibility of states to protect
their own people from crimes of mass atrocity and the responsibility of the international
community to assist them in this regard. This shift is a transformation from sovereignty as

control to sovereignty as responsibility. (Evans, 2008: 42).

The R2P concept is criticised from many angles. The first criticism concerns the fact that,
although it is referred to in UN reports or documents, it is not a binding international legal
norm. The absence of an international agreement that explicitly refers to R2P and its conflict
with certain customary international law principles, such as sovereign equality among states
and non-interference in internal affairs, has been the focus of criticism regarding this lack of
legal norms (Borgia, 2015: 228). Another point of contention is that R2P has yet to establish a
standard of success or implementation in humanitarian crises. The fact that the UNSC acts

within the framework of national interests in international humanitarian crises and does not
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grant authorisation to intervene in one crisis while refusing to do so in another crisis of similar
severity forms the main argument of such critical studies (Alexander, 2024). Furthermore, the
fact that the concept of R2P is discussed more than humanitarian values in situations where
humanitarian crises occur is another criticism levelled at the doctrine (Illingworth, 2024: 185).
The final point of criticism is that the doctrine legitimises the use of force by citing
humanitarian objectives. These criticisms emphasise that the doctrine is used in the same
sense as military intervention, which it envisages as a last resort in the response phase

(Massingham, 2009: 804).
Cyber, Cyberspace and Cyber Humanitarian Intervention

The concept of cyberspace has been expressed in many different ways in the literature, such
as anything related to computers/the internet or a virtual reality, but no common definition has
been agreed upon. The concept's limitless and multi-layered structure has led to it being called
cyberspace. Nezir Akyesilmen (2018a:54-55) has stated that in order to conceptualise
cyberspace, it is necessary to identify all its elements. According to Akyesilmen, cyberspace
essentially consists of four elements. These are: the actor human who uses the
internet/computer, which is the environment of virtual space, and who creates, destroys or
disseminates the information/data found there; information, which contains elements such as
images, videos or text developed within the virtual framework; the virtual language, i.e. the
logical framework (software) created with code prepared according to a specific protocol, and
the physical infrastructure (hardware), from computers to cables or other service providers,

which enables the formation of this logical framework.

Cyberspace is frequently discussed in International Relations (IR) literature alongside
concepts such as cyber attack, cyber warfare, or cyber security. When examining the main
arguments of these studies, the focus is generally on whether reciprocal cyber attacks can be
labelled as warfare, and if cyber warfare exists, whether it is similar to or different from
traditional warfare. Consequently, within the discipline, one can observe either a reductionist
approach or an approach that attaches excessive importance to concepts with the prefix
“cyber”. For example, Thomas Rid (2011: 5-7) defines cyber attacks not as warfare but as
actions that can be used for destruction, espionage, and sabotage. focusing on the deadly
nature of war and its character as a means to political ends, as described in Clausewitz's On
War, and considers it unlikely that cyber will acquire the nature of war in the past, present or

future. In the literature, there are views that the idea of cyber capabilities being used as an
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absolute weapon is pessimistic, that very few cyber attack outcomes translate into political
impact, and therefore the use of cyber capabilities will not be widespread (Liff, 2012: 426).
John Stone (2012: 106-107), however, responds to Rid's arguments by emphasising that war
involves power and violence but does not necessarily result in death, and states that cyber

warfare is possible, referring to cyber as an unusual phenomenon.

While the ontological status of cyber warfare as a distinct phenomenon of armed conflict
remains a subject of scholarly contention within the discipline, the strategic significance
accorded to cyberspace by sovereign states continues to intensify. The fundamental reason for
this is that cyberspace essentially encompasses information. Andrey Kokoshin, former Deputy
Defence Minister of Russia, defined cyberspace as a way to render the opponent's command
and control systems ineffective through misinformation, highlighting its strategic and
operational aspects (Thomas, 2014: 103). It can be said that today's states are information-
based actors. They analyse and attempt to solve problems related to their governance by
gathering information. Individuals also need information, or data, from states, ranging from

social security rights to justice, agriculture to weather data (Balkin, 2012: 4).

Rapid developments in information and communication technologies have integrated the
internet, computers, smartphones and social media into every aspect of life. While these
developments have significantly facilitated access to information, they have also brought
about certain negative consequences. Particularly in digital and chaotic environments where
individuals' rational and instinctive thinking abilities weaken in the face of complex
situations, and where excessive and diverse information flows prevail, mental shortcuts aimed
at reducing cognitive load have begun to be used. This situation makes it easier to change or
direct the perceptions of individuals and societies. Regardless of their objectives, various
actors can exploit this vulnerability to wage a kind of ‘information war’ through self-serving

propaganda or false content (Lin, 2019: 189).

The boundless and largely anarchic nature of cyberspace makes the principles of cyber
governance more essential than ever today. Cyber governance emphasises that cyberspace is
not merely a technical infrastructure domain; it is also an integral part of the global
governance paradigm that encompasses strategic objectives such as respect for human rights,
the rule of law, and the establishment of online democracy. In this context, cyber governance
serves as an effective safeguard and refuge for the protection of fundamental rights and

freedoms (Akyesilmen, 2018b, 2-5).
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However, the digital age has also generated new threat domains that facilitate interference in
democratic processes by both state and non-state actors and challenge the fundamental values
of democratic societies. Among the most prominent of these threats are the sabotage of
democratic electoral processes, the dissemination of violent content, and the manipulation of
public opinion. Allegations of Russian interference in the 2016 United States presidential
elections, state-sponsored cyber operations such as the Stuxnet and Sony attacks, and the
decision of the Australian government to prevent Huawei from participating in the country’s
5G infrastructure constitute notable examples of how cyberspace can be exploited by states
for malicious purposes (Paterson, 2020: 439—440). In addition to states, hacker groups such as
Anonymous—Iacking a centralized authority, a coherent ideology, or a fixed objective—also
engage in activities within cyberspace that influence states and societies. These groups are
particularly known for actions such as releasing leaked materials, gaining unauthorized access
to the data of global security firms, and disrupting the websites of multinational corporations
(Uitermark, 2017: 403). Moreover, cyberspace is extensively utilized by global terrorist
organizations. For instance, the Islamic State of Iraq and Syria (ISIS) has recruited militants
from various countries through social media-based propaganda campaigns; in this regard, El-
Ravi (2016: 744) notes that the organization increased its global visibility by disseminating
positive content in multiple languages that emphasized charitable activities toward the elderly

and portrayed everyday life as sustainable in the cities under its control.

Data is as threatening as bullets and bombs (Pellerin, 2011). In an era where bombs are
guided by GPS systems and war vehicles are equipped with massive amounts of data,
neglecting cyberspace represents a major security vulnerability for the international order in
terms of the risks it poses, and a significant loss in terms of opportunities (Roscini, 2014: 2).
Cyber humanitarian intervention (CHI) is also a concept that is quite important in this regard
and should not be neglected. CHI can be defined as interventions using preventive cyberspace
to prevent repressive regimes from committing crimes against humanity, such as genocide,
ethnic cleansing, and discriminatory violence, against their own societies or against the people
of another state (Giiler, 2015: 139). Considering the dependence of the perpetrators of such
crimes on digital platforms and online networks in directing their actions, planning, or

seeking support today, the necessity of CHI becomes apparent.
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The Role of Cyber Humanitarian Interventions in Preventing Human Rights Violations

Although R2P is an important principle in the UN, one of the main reasons it remains
ineffective in the face of systematic human rights violations today is that the principle is often
associated with a military response. However, if R2P can be implemented without the use of
military force, preventing the crisis from escalating would result in a less complex process for
both the target country and the intervening states. The UN has emphasised the importance of
the prevention phase by publishing a report entitled Framework of Analysis for Atrocity
Crimes: A Tool for Prevention. The report states that mass human rights violations generally
occur in countries experiencing a certain level of instability or crisis, and that preventing the
crisis from escalating to the point of requiring military intervention could avert not only loss
of life but also physical, psychological and social trauma. On the other hand, the report states
that the cost of prevention is lower than the cost of continuing crises and evaluates the limited
options for preventive action (UN, 2012: 2). Therefore, one of the most important issues
neglected in the literature on R2P is the question of what preventive interventions might be.
Considering the negative aspects of technology that facilitates, deepens and covers up the
aforementioned human rights violations, it may be appropriate to evaluate CHI as an antidote

for preventive purposes.

One of the most fundamental operations of the CHI is undoubtedly to provide uninterrupted
digital access to information in crisis areas. The ability to securely transmit and receive data,
coordinate actions in real time, and maintain situational awareness in large and complex crisis
areas is the cornerstone of the modern digital world. Without secure and resilient
communications, even the most advanced autonomous systems and Al-powered platforms
become isolated, vulnerable entities. Considering the possibility that perpetrators may
deliberately damage communication infrastructure to avoid repercussions for their actions, it
is essential that affected communities have access to internet-based communication channels
to make their voices heard, demonstrate the depth of the crisis to the global public, and

provide evidence of the elements of the actions.

The internal conflicts that took place in Libya in 2011 and ended Muammar Gaddafi's nearly
half-century rule with his death are an example of the regime's blocking of communication
channels. The regime had always sought to maintain its monopoly over the internet, blocking
websites that produced content inconsistent with its policies or that were critical of it, and

imposing harsh penalties on individuals who made critical comments. As a result of the
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crackdown, internal unrest began in February 2011, leading to an internet blackout that lasted
until August 2011. In Libya, only 17 per cent of the population had access to the internet due
to high internet costs, while mobile phone ownership was widespread among almost the entire
population. Consequently, the regime not only cut off internet access but also restricted access
to CHI cards. After the regime's collapse, archives were found containing files on the online

activities of Libyan dissidents communicating with foreigners (Freedom House, 2012).

Syria is another country where the cyber domain is controlled by regime leader Bashar al-
Assad through public institutions such as the Syrian Telecommunications Establishment
(STE). Although the number of Syrian citizens with internet access reached 4 million in 2010,
the regime has always monitored user activity and required businesses such as internet cafes
to record customer information and online activities. STE has utilised advanced technologies
to block the public's phone calls, text messages, emails and internet access. In 2007, the
regime introduced a nationwide surveillance system capable of actively monitoring the
internet without individuals' knowledge, resulting in the procurement of devices capable of

network filtering, blocking, and surveillance (Helwani, 2024: 249).

It is possible to multiply the policies implemented by repressive regimes to prevent their
citizens from communicating with the outside world. What is important here is what steps
countries that desire peace and wish to prevent crises will take in the face of repressive
regimes. To prevent the blocking of the internet and other communication infrastructures in
crisis areas by regime interventions and to ensure the healthy exchange of information,
satellites can be considered within the scope of CHI. Currently, many states use this satellite
technology within the scope of national cyber security. For example, the United States uses
satellites for observation, communication and mapping. The Russia-Ukraine war has also
highlighted the importance of satellites. In the war that began in February 2022 with Russia's
invasion of Ukraine, Russian cyber attacks dealt a heavy blow to Ukraine's communications
infrastructure, causing serious communication disruptions between army units and rendering
military equipment that required network connectivity unusable. At this point, help for the
Ukrainian army came from Starlink, the world's largest satellite constellation owned by
SpaceX. With more than 20,000 Starlink terminals provided to Ukraine, the satellite became
an indispensable communication infrastructure for the army (Abels, 2024: 843). Furthermore,
Starlink satellites were utilised during the Los Angeles wildfire that began on 7 January 2025,

replacing the damaged internet and communication infrastructure to ensure both firefighting
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teams remained in contact and national and international media could broadcast from the

disaster area (Conklin, 2025).

The second type of operation related to CHI could be the implementation of applications for
online surveillance in crisis areas. Surveillance applications can be used to collect data from
crisis areas in a digital environment and to identify threats and risks. Such applications
include technologies such as advanced cyber intelligence systems, artificial intelligence-
powered data analytics, and satellite imaging. Surveillance operations are critical in
identifying atrocities faced by civilians, documenting human rights violations to increase the
accountability of perpetrators in international courts, and enabling rapid intervention by the
international community. In this context, for example, Zhengyang Hou and colleagues (2024:
1) use image processing techniques to detect destruction in civil war zones using satellite
imagery, converting image pixels into information with an application they call PtNet and
presenting it through a detection scheme called TKDS. The authors emphasise that real-time
detection of damage that may occur in current and future countries due to civil unrest,

earthquakes or extreme weather events is of vital importance.

During the Cold War, the primary purpose of surveillance satellites, whose importance grew,
was to detect and classify rival states' nuclear-tipped missiles or submarines, warplanes,
military equipment, and other communication infrastructure. However, with the technology of
the previous century, images were exposed and captured on film, and it took days for the film
rolls to reach experts and for the films to be developed. With the digital era, film rolls have
been replaced by surveillance technologies with digital sensors that continuously capture
images. In the following period, imaging radars with higher resolution capabilities, able to
focus on a target, detect different radiation levels in the monitored area, and scan a wider area,
were developed, such as Germany's SAR-Lupe, Italy's COSMO-SkyMed, Israel's TecSAR,
China's YaoGan, and India's Cartosat-2. (Norris, 2011: 44-46).

The third CHI method could involve preventing social media and other internet-based posts
containing hate speech and violent content in order to break the perpetrator's digital assault,
and ensuring that supportive content for the victim is included. In the digital age, hate speech
content increases social polarisation and can be a powerful factor capable of triggering crises
of violence in societies. Violent rhetoric spreading through social media applications
radicalises individuals, can lead to increased othering of minorities, and can disrupt social

harmony. Therefore, blocking such content through cyber intervention is necessary to prevent
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crises from escalating. Content blocking within the framework of CHI must be carried out
with great care, as it treads a fine line between freedom of expression and the preservation of
peace. CHI, which is not a censorship mechanism that restricts freedom of expression, should
aim to combat disinformation, identify digital environments that encourage hate speech, and
raise awareness both in victimised communities about the crisis and in other communities
around the world about victimised communities. Digital literacy enhancement education

programmes can also be beneficial in this regard within the scope of CHI.

The effect of violent content spreading rapidly on social media, thereby deepening crises, is
clearly evident in the crimes against humanity committed by the Myanmar army against the
Rohingya minority in 2017. The Myanmar army launched an ethnic cleansing operation
against Rohingya Muslims, while Facebook, a social media application owned by Meta
Technologies, encouraged and reinforced this ethnic cleansing with its algorithms. Radical
Buddhist nationalist groups and Myanmar army personnel spread a great deal of
misinformation on the app, claiming that Muslims would take over Myanmar as invaders in
the near future. They shared photos of human rights activists defending the rights of the
Rohingya people within the Myanmar population and threatened them with death. In a report
published in 2022, Amnesty International acknowledged that Meta contributed to the
atrocities in Myanmar with its dangerous algorithms for profit. Rohingya activist Mohammed
Showwife accused Facebook of destroying the dreams of the Rohingya people, who aspire to

live like everyone else (Amnesty International, 2022).

Violent content is not limited to social media. Looking further back in history, the 1994
Rwandan genocide confronts humanity. In attacks carried out by Hutus against Tutsis,
approximately one million Rwandans were killed and two million people were forced to flee
their country. In Rwanda, where two ethnic groups had coexisted peacefully in the past, the
fact that ordinary civilians attempted to kill each other with any object they could find
highlights the role of communication tools in triggering the genocide. After the death of
President Habyarimana in a plane crash, the Hutus were gripped by the fear that the Tutsis
would seize power and begin discriminatory activities. During this period, the Hutus used the
radio to incite and direct the genocide. Radio broadcasts via Radio Télévision Libre des
Milles Collines, calling on other Hutus to take action against the Tutsis, were constructed
around memories such as Rwanda's colonial history, suggesting that the only way out of this
cycle of the past was through genocide, triggering absolute violence between the two ethnic

groups (Kellow and Steeves, 1998: 107).
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The final alternative type of operation related to CHI may involve targeted cyber interventions
aimed at terminating the perpetrators' actions. By incorporating both traditional warfare
techniques and modern cyber space elements, it can directly damage the perpetrators'
communication channels. As this method resembles a military intervention rather than a
preventive measure, it also carries the risk of harming civilians. The detonation of radios used
by Hezbollah by Israel on 18 September 2024 (Aljazeera, 2024), the 2010 Stuxnet Operation
by the US targeting Iran's nuclear facilities, which damaged one-fifth of the gas centrifuges
(Willett, 2024: 69), or Iranian hackers attempting to infiltrate rural water flow and wastewater
treatment systems in Israel (Heller, 2020) are examples of direct, targeted cyber actions. Due
to the potential for direct or indirect harm to civilians, their implementation is highly

challenging.

The most successful example of a targeted cyber operation is Operation Glowing Symphony,
conducted in 2016 by the US Cyber Command and the US National Security Agency. The
primary objective of the operation was to target ISIS's global media operations and
propaganda, destroying materials and disrupting its digital recruitment and financial activities.
As part of the operation, ten accounts used by the organisation to spread its propaganda were
listed and phishing emails were used. This allowed the operation teams to gain control,
enabling them to freely navigate ISIS networks and plant malicious software on servers. First,
ISIS networks were mapped, propaganda content was removed, and the organisation's
propaganda methods, such as the Amaq Agency app, were blocked. The teams then moved on
to creating technical errors and problems that would often appear to be IT issues, creating a
psychological effect within the organisation, such as confusion, anger and deception. This
forced the organisation's digital managers to use vulnerable and unreliable tools that would
reveal their physical locations, making them targets for kinetic attacks (Raston, 2019: Cohen

and Bar'el, 2017: 36).

There are fundamental similarities and differences between CHI and Traditional
Humanitarian Intervention (THI). Firstly, both CHI and THI are based on international norms
and aim to protect humanitarian values, relying on the obligation of states or international
actors to intervene in the face of systematic human rights violations or crimes of mass
atrocity. Due to the lack of sufficient interest in CHI in the literature on international law and
international relations, there is no study that comprehensively outlines the differences and
similarities between CHI and THI. However, considering the similarities and differences

noted by Kallberg (2016: 84), it can be seen that the cyber warfare-conventional warfare
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distinctions frequently studied in the disciplines are in line with the characteristics of CHI and

THI.

CHIs, like cyber conflicts or wars, differ from THIs in terms of the environment in which they
are created, the techniques and tools used, and their strategies. Firstly, CHIs promise to have a
significant impact in weakening the pressure mechanisms of regimes or other criminal actors
with their sudden and unexpected operational capacity. Since any operation undertaken using
THI methods will require a specific preparation process, perpetrators can take a defensive
position in the event of diplomatic signals or military movements. CHI breaks the control
mechanisms of perpetrators, particularly those based on communication and information
gathering, ultimately undermining their capacity to maintain pressure. Furthermore, physical

boundaries are of no significance for CHI (Healey, 2016: 44-45).

Another fundamental characteristic that distinguishes CHI from THI is that human
interventions in the digital environment involve much lower costs and risk rates compared to
conventional methods. While military or direct kinetic interventions typically require
significant economic investment, logistical support, and extensive operations, digital
interventions can yield effective results even with limited resources. For example, according
to a report by Richard Norton Taylor and Peter Capella (1999) in The Guardian, the cost of
NATO's Operation Allied Force intervention in Kosovo exceeded £30 billion. While military
operations involve numerous complex processes, such as the logistics of military units, the
maintenance of air operations, and ensuring the safety of the civilian population in the region
during the operation, CHI generally requires software-based strategies and thus requires fewer
material resources. For example, providing a global VPN or encryption tools against the
censorship practices of an oppressive regime is much less costly than air operations.
Furthermore, since CHI does not require a physical presence in crisis areas, it does not carry
the risk of conflict. In THI, intervention forces must be present on the ground and may
therefore face situations such as becoming direct targets or being exposed to retaliatory

attacks (Li and Liu, 2021: 8183-8184).

One of the fundamental reasons why CHI is less costly than THI is that CHI can be
implemented by a much wider range of actors. THI is carried out by large, centralised and
fixed actors, based on states sending their troops to military coalitions formed under the
umbrella of international organisations. In CHI, however, in addition to the states that will

implement digital interventions, there is the possibility that individuals, civil society
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organisations, private companies and hacker groups may take part under the supervision of
international and regional organisations. This diversity gives CHI the characteristics of speed,
flexibility and low cost, while at the same time raising questions about who the implementing

actor for CHI will be.

Any CHI action undertaken to weaken and eliminate the perpetrators' means of coercion in
crisis regions should be the responsibility of states and regional/global organisations. The
concentration of power in cyberspace by actors such as private companies or hackers, without
state or organisational oversight, carries the risk of drawing states into a conflict zone, raising
concerns that such cyber interventions will contribute to international instability rather than
peace (Pattison, 2020: 251). However, states or organisations may employ private technology
companies or individuals with cyber capabilities to carry out humanitarian interventions on
their behalf. For example, the United States obtained surveillance opportunities during the
Kosovo War through a contract with DynCorp, a private military contractor, to monitor the
withdrawal of Serbian military forces from Kosovo. As can be seen, states or organisations
can form a cyber humanitarian intervention team under their own identity, but they can also
utilise the private sector and, in some cases, even opt for a hybrid structure (Rhiannon, 2021:

187).

The ethical and moral assessment of CHI's implementing actors within the context of
international law is also important. In international law, the principle of jus ad bellum
specifies when and under what conditions a state or the international community may
legitimately resort to the use of force. Conventionally, the use of force between states is
prohibited under Article 2(4) of the UN Charter, and this provision has become a jus cogens
norm. The only exceptions to the prohibition on the use of force are situations approved by
the UN Security Council and situations involving elements of legitimate defence. However,
when considering CHI, it is possible that it could be evaluated within the framework of the jus
ad bellum principle, as it does not involve the use of physical force, unlike traditional military
interventions, and is carried out with the aim of deterring human rights violations by

repressive regimes.

Another fundamental principle of international law is jus in bello, meaning that during
wartime, the rules governing the conduct of war require that combatants respect human rights
and civilians. Even if CHI does not involve kinetic operations but rather activities such as data

collection or countering disinformation, the level and form of intervention must be
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proportionate. For example, CHI actions that affect the health system or basic infrastructure
of the country being intervened in may be considered an unacceptable violation under
International Humanitarian Law. In this context, the principle of jus in bello requires careful
consideration to ensure that CHI operations only target the perpetrators of atrocities and do

not harm civilians.

From an ethical perspective, CHI can serve as a deterrent against human rights violations by
oppressive regimes and can provide critical evidence for international justice mechanisms.
However, the risk of such interventions being misused should not be overlooked. Cyber
operations conducted unilaterally, particularly by certain states or international organisations,
can be manipulated for political gain, even if they are claimed to be carried out for
humanitarian reasons. Therefore, international oversight mechanisms and transparency
principles must be implemented to ensure that CHI maintains its legitimacy within a legal and

ethical framework.
Conclusion

This study has examined whether a cybersecurity-based humanitarian intervention can be
situated within the framework of the Responsibility to Protect (R2P), addressing the question
not merely at the level of technical feasibility or operational effectiveness, but through its
normative, legal, and ethical constraints. The central finding of the analysis suggests that
while the use of cyber technologies in humanitarian intervention may appear theoretically
possible, such an approach remains in significant tension with the normative foundations
upon which R2P is built. Consequently, the issue is less about whether a cyber intervention
can be conducted, and more about whether such an intervention can be defined as legitimate,

constrained, and genuinely protective within the scope of R2P.

The R2P doctrine conceptualizes the prevention of atrocity crimes as a collective
responsibility, yet it deliberately leaves unresolved the question of which instruments may be
legitimately employed to fulfil this responsibility. Proposals for cyber humanitarian
intervention draw upon this ambiguity, presenting cyber operations as a seemingly less
intrusive alternative to traditional military intervention and as a means of avoiding the
political and humanitarian costs associated with kinetic force. However, this study
demonstrates that the inherent characteristics of cyber operations—namely their opacity,
difficulties of attribution, and indeterminate scope—risk undermining rather than reinforcing

the principles of legitimacy, transparency, and accountability that R2P seeks to uphold.
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A critical dimension of the research question concerns whether cyber humanitarian
intervention genuinely serves the protection of civilians, or whether it merely transforms
intervention into a more invisible and less regulated practice. Cyber operations may indeed
contribute to civilian protection through early warning systems, information gathering, or the
documentation of violations. Yet the same tools can easily be repurposed for operations that
infringe upon state sovereignty, disrupt critical infrastructure, or generate wide-ranging
indirect effects on civilian populations. This raises unresolved questions regarding how core
R2P principles such as last resort and proportionality can be meaningfully applied in the cyber

domain.

The study further reveals that the normative vacuum surrounding the legal status of cyber
operations in international law effectively shifts cyber humanitarian intervention from a rule-
based framework into a realm of political discretion. Given that R2P practices remain
contested even in the context of conventional interventions, their extension into cyberspace -
an arena characterized by blurred boundaries and limited accountability- risks facilitating the
normalization of intervention under increasingly permissive conditions. In this sense, cyber
humanitarian intervention may be interpreted not as an evolution of R2P, but as an indicator

of its normative erosion.

Accordingly, the answer to the research question must be cautious and conditional. While
cybersecurity-based intervention under R2P may be technically conceivable, it is difficult to
argue that such interventions can presently be considered genuinely “humanitarian” within the
existing international legal order and prevailing power structures. On the contrary, the
discourse of cyber humanitarian intervention may function to lower the threshold for
intervention and weaken mechanisms of accountability, particularly in the context of the

digital reconfiguration of sovereignty.

In conclusion, rather than framing cyber humanitarian intervention as a normative
advancement, this study positions it as a contested domain that exposes the inherent
limitations and contradictions of the R2P doctrine. The incorporation of cyber technologies
into humanitarian intervention can only be justified under conditions of clearly articulated
norms, robust oversight mechanisms, and genuinely collective decision-making processes.
Absent these safeguards, cyber humanitarian intervention risks becoming a legitimizing
discourse for new, less visible forms of intervention, rather than a meaningful instrument for

the protection of civilians.
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Abstract

The integration of artificial intelligence (Al) into e-learning environments is transforming
educational practices by enabling personalized learning pathways, automating assessment,
and enhancing administrative efficiency. While these innovations offer significant
pedagogical benefits, they also raise complex ethical and security concerns. This paper
explores the implications of Al use in digital education, focusing on algorithmic transparency,
data protection, and institutional accountability. It examines how Al systems influence
decision-making processes in teaching and learning, and highlights the need for clear public
policies to regulate their deployment. Drawing on international best practices and case studies
from countries such as Finland, Estonia, and Romania, the study identifies key strategies for
responsible Al implementation. These include teacher training in digital ethics, risk-based
governance frameworks, and mechanisms for human oversight of algorithmic decisions. The
paper also discusses the importance of transparency policies, such as algorithmic audit
protocols and public registries, to ensure that Al systems operate fairly and explainable. By
adopting an interdisciplinary approach that combines digital pedagogy, ethical standards, and
legal safeguards, the research advocates for a sustainable and inclusive model of Al
integration in education. The findings underscore the urgency of aligning technological
innovation with democratic values and human rights, ensuring that Al serves as a tool for

empowerment rather than control in the learning process.

Keywords: Artificial Intelligence (Al), AIED, Educational Policies, Pedagogical Innovation,
Ethics

Introduction

The rapid integration of artificial intelligence (AI) into e-learning platforms marks a
significant transformation in the organization of teaching, learning, and assessment. Al-driven

systems personalize instructional content, automate evaluation, and optimize administrative
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processes, thereby expanding access to educational resources and enabling more flexible
learning environments (Holmes & Tuomi, 2022). However, these algorithmic systems also
shape students’ learning trajectories and influence teachers’ pedagogical decisions, raising

questions about transparency, fairness, and accountability.

European policy documents emphasize that algorithmic transparency is essential for
maintaining trust in digital education. Teachers, students, and parents must understand how
Al systems operate, what data they process, and what limitations they entail (European
Commission, 2022). Without such transparency, automated decisions risk becoming opaque,
potentially reinforcing biases or undermining pedagogical autonomy. The European Union’s
Al Act classifies educational Al systems as “high-risk,” requiring strict standards of
auditability, documentation, and human oversight (European Commission, 2023).
Complementing this, the Council of Europe’s Framework Convention on Al (2024)
introduces legally binding obligations for risk assessment, data protection, and stakeholder

participation.

Despite these advances, national regulatory frameworks—particularly in countries such as
Romania—remain fragmented. The absence of clear guidelines on algorithmic governance,
data protection in educational contexts, and teacher training creates uncertainty for institutions
seeking to adopt Al responsibly (Adascalitei, 2025). This paper addresses these gaps by
analyzing international good practices and proposing a coherent framework for ethical and

secure Al integration in education.
Methodology

This study employs a qualitative research design grounded in documentary and comparative
analysis. The methodological approach integrates multiple sources of evidence to construct a
comprehensive understanding of the ethical, legal, and pedagogical implications of Al

adoption.
Data Sources
The analysis draws on:

e Academic literature on Al in education, algorithmic ethics, and digital pedagogy

(Holmes & Tuomi, 2022; Bostan, 2024).
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e Policy documents including the EU Al Act (European Commission, 2023), the
Council of Europe Convention (2024), and UNESCO reports (2019, 2025).

o Empirical surveys on teachers’ perceptions of Al integration (Samarescu et al.,

2024).

e Case studies of Al-driven educational platforms such as Carnegie Learning, eKool,

Ariadna, and Scoala Noua.
Analytical Strategy

The analysis identifies recurring themes in policy documents and academic literature,
contrasts national approaches to Al governance, and synthesizes insights from international
case studies. The comparative dimension highlights divergences between countries with
mature digital ecosystems (Finland, Estonia) and those at earlier stages of development

(Romania).
Research Objectives
The study is designed to:
e Map the regulatory landscape of Al in education at national and international levels.

o Identify ethical challenges related to transparency, data protection, and and

algorithmic bias in Al-assisted learning environments.
o Assess cybersecurity risks associated with the use of Al in e-learning platforms.

e Formulate policy recommendations for equitable, responsible, and sustainable Al

governance in education.
Legislative context

The regulation of the use of Al in education is at an early stage in Romania, being influenced
by the European directives on artificial intelligence and data protection. The draft European
Regulation on Artificial Intelligence (Al Act) proposes to classify Al applications according
to the risk they pose, and Al-based educational systems are considered ‘“high risk”, requiring
transparency, auditability and protection of personal data (European Commission, 2023). In
parallel, national legislation on digital education and cybersecurity is fragmented, without a

unitary framework explicitly regulating the use of Al in schools and universities.
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Theoretical framework

The theoretical foundation of this study rests on an interdisciplinary synthesis that integrates
educational, ethical, and governance perspectives. Four complementary pillars provide the
conceptual scaffolding: Al-assisted personalized learning, algorithmic ethics, digital
governance in education, and digital pedagogy. Together, these dimensions enable a
comprehensive analysis of both the opportunities and risks associated with artificial

intelligence in e-learning environments.
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Figure: 1 A visual diagram of this conceptual framework
Al-Assisted Personalized Learning

Al systems can adapt instructional content to learners’ needs through recommendation
algorithms, predictive analytics, and adaptive feedback, enhancing engagement and
supporting  differentiated instruction (Holmes & Tuomi, 2022). By leveraging
recommendation systems, predictive analytics, and adaptive feedback, Al can foster
inclusivity and differentiated instruction. This theoretical perspective highlights the

pedagogical potential of Al to enhance engagement and improve learning outcomes.
Algorithmic Ethics

Algorithmic ethics examines the moral implications of automated decision-making, including
risks of bias, opacity, and reduced student autonomy. Ethical deployment requires
transparency, fairness, and mechanisms for human oversight (European Commission, 2022).
Central concerns include the risk of bias embedded in algorithms, the opacity of decision-
making processes, and the potential erosion of student autonomy. Ethical analysis in this
domain underscores the necessity of transparency, accountability, and fairness in the design

and deployment of educational technologies.
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Digital Governance in Education

Digital governance highlights the need for participatory regulatory models involving
policymakers, educators, and technology developers (Adascilitei, 2025). Effective
governance must integrate democratic principles, accountability mechanisms, and clear

institutional responsibilities.
Digital Pedagogy

Digital pedagogy argues that technological innovation must be guided by pedagogical
objectives rather than technological enthusiasm. Teachers must critically assess how Al tools
influence cognitive development, learning processes, and student autonomy (Bostan, 2024).
Digital pedagogy insists that the integration of emerging technologies must be guided by
explicit pedagogical objectives rather than enthusiasm for innovation. It calls for a reflexive
approach to understanding how Al tools influence cognitive development, learning processes,
and student autonomy. Teachers, therefore, must consciously decide when and how to employ

Al, considering its impact on both intellectual growth and emotional formation.
Integrated Lens

By combining these four pillars, the study adopts an interdisciplinary lens that bridges
educational theory, ethical reflection, and governance frameworks. This integrated approach
ensures that the analysis captures the full spectrum of implications—pedagogical, ethical, and
legal—while promoting a vision of Al in education that respects democratic values,

fundamental rights, and cybersecurity standards.
Results: International Good Practices in Al for E-Learning

To understand the concrete impact of artificial intelligence (Al) in e-learning, it is essential to
analyze international good practices that highlight both pedagogical benefits and ethical and
security challenges. This section presents a comparative analysis of Al implementation in
education across various national and international contexts, focusing on policy frameworks,

technological innovations, and practical applications.

European Union: Ethical Guidelines for Teachers. The European Union has taken proactive
steps to guide educators in the ethical use of Al. The 2022 guidelines emphasize algorithmic
transparency, data protection, and the development of digital competencies among teachers

(European Commission, 2022. Concrete examples include Al applications in language
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learning, personalized task assignment, and automated assessment. These initiatives promote
a culture of responsibility and critical reflection, encouraging educators to engage with Al

tools ethically and effectively.

United States: Carnegie Learning’s Smart Tutoring System. Carnegie Learning exemplifies
the use of Al in personalized mathematics instruction. Its smart tutoring system provides real-
time feedback by analyzing student responses and behavior. While studies report improved
academic performance, concerns persist regarding algorithmic transparency and data privacy
(Holmes & Tuomi, 2022). This case underscores the need for balancing technological

innovation with ethical safeguards.

Finland: National Strategy for Digital Education. Finland’s comprehensive strategy
integrates Al through adaptive learning platforms, continuous teacher training, and regular
impact assessments. Initiatives such as EduCluster Finland and EduExcellence offer
immersive learning environments and professional development programs. These platforms
connect education with professional life, fostering holistic learning and safe technology
adoption. Finland’s approach demonstrates how national policy can align technological

advancement with pedagogical integrity (UNESCO, 2025).

Estonia: eKool Platform. Estonia’s eKool platform showcases advanced digital infrastructure
and Al integration. It facilitates secure data access, predictive analytics for dropout risk, and
real-time communication among students, parents, and educators. Despite its effectiveness,
critiques highlight risks of stigmatization and surveillance, emphasizing the importance of
robust privacy regulations. eKool’s interoperability and user-centric design offer valuable

insights into scalable Al deployment (Council of Europe, 2024).
Romania: Ariadna and Scoala Noua Platforms

The Ariadna experiment, coordinated by Romanian experts in digital education, proposes:
using Al for personalized instruction, automated grading, and data-driven decision-making;
addressing challenges related to privacy, algorithmic bias, and technological costs, as well as
promoting a critical pedagogy that encourages discernment in the use of Al (Istrate, 2022).
The Ariadna project, developed within the Digital Education platform, explores the use of Al
in automated assessment and instructional personalization. Teachers were involved in testing

tools such as ChatGPT and Grammarly in teaching activities. The study highlighted the need
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for ethical and digital training, as well as the risks related to excessive reliance on algorithms

in educational decision-making

The Scoala Nouda platform in Romania (https://scoalanoua.ro/offer) is a significant digital tool
designed to enhance the educational experience by providing a comprehensive digital catalog
that allows real-time tracking of student grades and facilitates seamless communication
between parents and teachers. Beyond its core functionalities, Scoala Noua integrates
artificial intelligence-based features designed to personalize learning paths, identify student
strengths and weaknesses, and provide personalized recommendations to support academic
development. The platform supports educators in efficiently managing and automating
administrative tasks as well as promoting a collaborative environment between students,
teachers, and parents. Its user-friendly interface and accessibility contribute to increased
transparency and inclusion within the educational ecosystem. Furthermore, Scoala Nouda
emphasizes data privacy and security, aligning with national regulations to protect students’
sensitive information. The continuous development of the platform includes incorporating
feedback from educators and stakeholders to adapt to evolving educational needs and

technological advances.

In addition to Scoala Noud, Romania benefits from complementary digital solutions such as
ADMA and Edu Apps, which further support the management of online courses and the
development of digital infrastructure. Together, these platforms contribute to building a
modern, inclusive and transparent education system that uses artificial intelligence
responsibly to improve learning outcomes and stakeholder engagement. The ADMA
application, (managed by Edu Apps on the Google Cloud Platform within the European
Union) together with Future Class (Clasa Viitorului): Google Workspace for Education and
Office 365 Al (hereinafter referred to as “the Applications”), are available free of charge to
students, parents, and teachers. These applications enable each teacher to manage classes and
lessons online through a professional account created by the school. Edu Apps
(https://www.eduapps.ro/) develops and implements solutions for innovation in education for
any level of education such as: applications (school management, teaching and learning),

equipping the school space with devices and the Internet, training and consulting services.
Comparative Insights

Across these contexts, several common themes emerge:
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o Pedagogical Innovation: Al enhances personalization, feedback, and engagement.
o Ethical Challenges: transparency, bias, and data protection remain critical concerns.

e Policy and Governance: national strategies and international guidelines shape responsible

Al use.

e Teacher Empowerment: continuous training and ethical literacy are essential for effective

implementation.
Discussions

The documentary analysis highlights several essential dimensions regarding the integration of
artificial intelligence (AI) in education. Empirical studies indicate that teachers show
increasing openness toward adopting Al, particularly in assessment practices and personalized
learning, provided that adequate training frameworks and professional support are available.
This underscores the importance of continuous professional development as a prerequisite for

effective and responsible Al implementation.

At the same time, significant legislative gaps persist both internationally and nationally.
Currently, no specific regulatory framework fully addresses the use of Al in education. In
Romania, existing legislation on data protection and cybersecurity does not sufficiently cover
the specificities of educational algorithms, generating uncertainty for schools and learners.
This situation reinforces the need for coherent public policies that ensure transparency,

accountability, and equity in Al-assisted educational environments.

Ethical risks also remain central. The opacity of algorithmic decision-making, the potential
for automated bias, and challenges related to equitable access to digital technologies require
an interdisciplinary approach that combines technological expertise with ethical and
pedagogical principles. Ensuring fairness, explainability, and human oversight is essential for

maintaining trust in Al-supported learning processes.

International models provide valuable insights for addressing these challenges. Finland and
Estonia have adopted national strategies that explicitly integrate Al into education,
emphasizing teacher training, transparent governance, and clear regulation of high-risk
applications. By contrast, Romania is at an early stage of development: although interest
among teachers and institutions is growing, the absence of a coherent legislative framework

limits the potential for responsible and sustainable Al integration. Adapting international good

Cyberpolitik Journal Vol. 10, No. 20, www.cyberpolitikjournal.org

142

<< Winter 2025

/,
N\

<



practices to the national context can support the development of a balanced ecosystem that

promotes innovation while safeguarding fundamental rights.

Overall, the successful integration of Al in e-learning requires robust data protection
measures, algorithmic transparency, and the active involvement of teachers in evaluating and
adapting technologies. These elements are essential for ensuring that Al contributes positively
to educational ecosystems and supports a safe, equitable, and sustainable digital

transformation.
The Need for Responsible Integration of Al in E-Learning

The case studies analyzed demonstrate that the integration of artificial intelligence in
e-learning must be approached responsibly, with attention to both pedagogical value and
potential risks. Al systems can enhance personalization, feedback, and learning efficiency, but
their benefits depend on transparent design, ethical use of data, and mechanisms that ensure
human oversight. Without these safeguards, automated decisions may become opaque,
reinforce biases, or undermine trust in digital learning environments. Responsible integration
therefore requires clear institutional policies, robust data protection measures, and continuous

monitoring of algorithmic impact.

The Romanian educational context illustrates clearly why Al integration must be approached
responsibly. Although digitalization has accelerated in recent years, schools continue to face
disparities in infrastructure, uneven access to technology, and limited institutional capacity to
evaluate Al tools. These conditions make the risks associated with opaque algorithms, data
misuse, or unregulated automated decision-making particularly acute. Responsible integration
in Romania therefore requires not only technical safeguards but also clear national guidelines,
transparent procurement processes, and mechanisms that ensure that Al supports pedagogical

goals rather than replacing professional judgment.

Teachers’ Openness and Professional Development

Empirical evidence shows that teachers are increasingly open to adopting Al tools,
particularly for assessment and personalized instruction. However, this openness is
conditional on the availability of adequate training and institutional support. Educators need

opportunities to develop both technical competencies and ethical literacy, enabling them to
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critically interpret algorithmic outputs and make informed pedagogical decisions. Professional
development programs that address digital ethics, data protection, and Al-supported
instructional design are essential for ensuring that teachers can use these technologies

effectively and responsibly.

Romanian teachers demonstrate growing openness toward Al, especially in assessment,
feedback, and personalized learning. However, this openness is strongly conditioned by their
confidence in digital skills and the availability of structured training programs. Current
professional development opportunities remain fragmented, and many educators report
uncertainty about how to evaluate Al outputs or how to use such tools ethically.
Strengthening teacher training in Romania—through national programs focused on digital
ethics, data protection, and Al literacy—is essential for ensuring that educators can critically

and effectively integrate Al into their practice.
Legislative Gaps and Policy Challenges

The ethical implications of Al in education remain a central concern. Key risks include
algorithmic opacity, potential bias in automated decisions, and unequal access to digital
technologies. Addressing these challenges requires an interdisciplinary approach that
integrates technological expertise with ethical, legal, and pedagogical perspectives. Ensuring
fairness, explainability, and respect for student autonomy must be core principles guiding the
design and deployment of Al systems. Ethical governance frameworks should also include

mechanisms for appeal, human review, and transparent communication with stakeholders.

Romania lacks a coherent legislative framework regulating the use of Al in education.
Existing laws on data protection and cybersecurity offer only partial coverage and do not
address the specificities of educational algorithms, such as transparency requirements,
auditability, or the governance of high-risk systems. This regulatory vacuum places schools in
a vulnerable position, as they must navigate complex ethical and legal issues without clear
national guidance. Developing a unified policy framework—aligned with European standards
but adapted to local realities—is crucial for ensuring safe and equitable Al adoption in

Romanian education.
Ethical Risks and Interdisciplinary Approaches

Ethical risks remain central to the debate on Al integration in education. The most significant

concerns include the opacity of algorithmic decision-making, the potential for automated bias,
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and persistent inequalities in access to digital technologies. These risks highlight the need for
an interdisciplinary approach that brings together technological expertise, ethical reflection,
and pedagogical judgment. Algorithmic ethics emphasizes transparency, fairness, and
explainability, while digital pedagogy insists that AI tools must serve clearly defined

educational objectives rather than replace human decision-making.

In Romania, ethical challenges are amplified by disparities in digital infrastructure and
varying levels of institutional preparedness. Limited teacher training, inconsistent data
governance practices, and the absence of national ethical guidelines increase the likelihood
that Al systems may reinforce existing inequities or generate opaque automated decisions.
Addressing these vulnerabilities requires coordinated efforts to establish ethical standards for
Al use in schools, including mechanisms for human oversight, transparent communication

with stakeholders, and clear procedures for contesting algorithmic outcomes.
Insights from International Models

International models provide valuable insights into how Al can be responsibly integrated into

education.

o Finland has adopted a national strategy that explicitly integrates Al, emphasizing teacher
training, adaptive platforms, and equity assessments. Its initiatives, such as Virtual Life
Labs, connect education with professional life, ensuring that Al serves both pedagogical

and societal goals.

o Estonia has developed advanced digital infrastructure through platforms like eKool, which
enable secure data access, predictive analytics, and real-time communication. While
effective, Estonia’s model also highlights risks of surveillance and stigmatization,

underscoring the need for privacy safeguards.

e Romania, by contrast, is at an early stage of development. Projects such as Ariadna and
Scoala Noua demonstrate growing interest among teachers and institutions, but the
absence of a coherent legislative framework limits the potential for responsible

integration.

The following table synthesizes the main differences across the three national contexts.
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National Strategy for

Digital Education
explicitly integrates Al;
strong  emphasis  on

teacher training and

equity.
Continuous professional

development in Al and

digital ethics; immersive

programs  (EduCluster,
EduExcellence).
Adaptive learning

platforms, Virtual Life
Labs, immersive
simulations; strong link

to professional readiness.

Regular assessment of
AD’s impact on equity
and inclusion; clear
guidelines for

responsible use.

Integrated into national
strategy; proactive

monitoring of risks.

Mature, strategic, and
holistic integration of Al

in education.

Advanced digital
infrastructure supported by
national e-governance
strategy; AI embedded in

platforms like eKool.

Training focused on digital
literacy and platform use; less

emphasis on ethics.

eKool platform integrates Al
for monitoring  progress,
and

dropout  prediction,

communication.

Privacy concerns raised over
surveillance and
stigmatization; ongoing

debate on safeguards.

Secure access via digital ID;
strong interoperability but
vulnerable to surveillance

risks.

Advanced infrastructure with

strong digital identity

systems; Al widely adopted.

Table: 1 Comparative Table: Al in Education — Finland, Estonia, Romania

No coherent national Al
strategy in education;

reliance on general data

protection and
cybersecurity laws.

Limited training; pilot
projects (Ariadna)

highlight need for ethical

and  digital literacy
development.

Scoala Noua (digital
catalog), ADMA/Edu
Apps for class
management; Ariadna

project tests Al tools like
ChatGPT.

Ethical risks identified
(bias, opacity,
overreliance); lack of

clear national guidelines.

General cybersecurity
laws apply; insufficient
coverage of educational

Al systems.

Early stage; fragmented
initiatives, strong interest
but limited regulation and

coherence.
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Comparative analysis suggests that Romania could benefit significantly from adapting
international best practices to its local context. This would involve not only importing
technological solutions but also embedding them within a framework of ethical reflection,

teacher empowerment, and policy coherence.
Building a Balanced Ecosystem

The overarching lesson from these case studies is that Al in education must be integrated
within a balanced ecosystem. This ecosystem should promote innovation while safeguarding

fundamental rights. Key components include:
o Coherent policies that regulate high-risk applications and ensure accountability.
e Adequate teacher training that combines technical skills with ethical literacy.

e Active involvement of all educational actors, including students, parents, policymakers,

and technologists.
o Continuous evaluation of AI’s impact on equity, inclusion, and academic integrity.

Such an ecosystem would not only enhance learning outcomes but also strengthen trust in
digital education, ensuring that Al contributes to sustainable development rather than

exacerbating existing inequalities.

For Romania, building a balanced Al-supported educational ecosystem requires coordinated
efforts across multiple levels: national policy, institutional governance, teacher training, and
community engagement. Al tools must be evaluated not only for their technical performance
but also for their pedagogical relevance and ethical implications. Ensuring equitable access to
digital resources, strengthening cybersecurity, and promoting a culture of critical engagement
with technology are essential steps toward a sustainable digital transformation. When these
conditions are met, Al can contribute to a more inclusive and learner-centered Romanian

education system.
Conclusion of the Discussion

The discussion highlights that the integration of Al in education involves interconnected
challenges related to ethics, governance, teacher preparedness, and infrastructural disparities.
International models demonstrate that coherent strategies, transparent regulation, and

sustained professional development can support responsible Al adoption. In Romania, the
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growing interest in Al-assisted learning is accompanied by significant vulnerabilities,
including legislative gaps, uneven digital infrastructure, and limited training opportunities.
Addressing these issues requires coordinated efforts that balance innovation with ethical
safeguards and institutional accountability. Overall, the discussion shows that Al can
contribute meaningfully to educational transformation only when embedded within a

transparent, equitable, and pedagogically grounded framework.
Conclusion

The analysis conducted in this study demonstrates that artificial intelligence has the potential
to reshape educational ecosystems by enhancing personalization, supporting data-informed
teaching, and improving administrative efficiency. However, the transformative promise of
Al can only be realized when technological innovation is embedded within a coherent
framework of ethical safeguards, transparent governance, and pedagogical purpose. The
comparative examination of Finland, Estonia, and Romania reveals that the maturity of
national digital strategies, the robustness of regulatory frameworks, and the quality of teacher
training significantly influence the extent to which Al contributes to equitable and sustainable

educational development.

Finland and Estonia illustrate how long-term investments in digital infrastructure, continuous
professional development, and clear national strategies can create favorable conditions for
responsible Al integration. Their experiences show that Al adoption is most effective when
aligned with democratic values, human rights, and participatory governance. These models
also highlight the importance of transparency, explainability, and systematic evaluation of Al
tools—elements that help maintain trust and ensure that automated systems support, rather

than constrain, pedagogical autonomy.

In contrast, Romania’s emerging initiatives reveal both opportunities and vulnerabilities.
Teachers and institutions display increasing interest in Al-assisted learning, yet the absence of
a dedicated national strategy, limited ethical guidelines, and uneven digital infrastructure
create significant barriers to responsible implementation. The Romanian context underscores
the need for coordinated national policies that address algorithmic transparency, data
protection, and the governance of high-risk educational systems. Strengthening teacher
training in Al literacy and digital ethics is equally essential, as educators play a central role in

mediating the pedagogical and ethical implications of Al tools.
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The findings of this study suggest that the successful integration of Al in education requires a

holistic, human-centered approach. This includes:

e robust regulatory frameworks that ensure accountability and protect fundamental

rights,

o continuous professional development that empowers teachers to critically evaluate

and adapt Al tools,

o ethical governance mechanisms that promote fairness, transparency, and

explainability,

e equitable access to digital infrastructure, ensuring that technological innovation

does not exacerbate existing inequalities.

Ultimately, Al should not be viewed as a substitute for human judgment but as a tool that can
enhance the quality of teaching and learning when used responsibly. By aligning
technological capabilities with pedagogical objectives and ethical principles, educational
systems can harness the potential of Al to support inclusive, transparent, and future-oriented
learning environments. For Romania, this alignment represents both a challenge and an
opportunity: a chance to build a coherent, equitable, and sustainable digital education

ecosystem that reflects European standards while responding to local needs.
Limitations of the Study

Despite its comprehensive documentary and comparative approach, the study presents several
limitations that should be acknowledged. First, the analysis relies exclusively on secondary
sources, without incorporating primary empirical data such as interviews, classroom
observations, or surveys with educators and students. This limits the ability to capture lived
experiences and contextual nuances regarding Al adoption in educational settings. Second,
the focus is predominantly on European policy frameworks and case studies, which may
reduce the generalizability of the findings to non-European contexts with different regulatory,
cultural, or infrastructural conditions. Third, the rapidly evolving nature of Al technologies
and regulations means that some policy references may become outdated, requiring
continuous updates. Future research could address these limitations by integrating empirical
fieldwork, expanding the geographical scope, and conducting longitudinal analyses of Al

implementation in education.
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Policy Recommendations
Governance and Regulation

e Develop a coherent national strategy for Al in education, aligned with European

frameworks (Al Act, Council of Europe Convention).

e Classify educational Al systems as “high risk”, requiring audits, transparency reports, and

accountability mechanisms.

e Establish interdisciplinary regulatory bodies including educators, policymakers,

technologists, and civil society.

e Mandate continuous evaluation of Al’s impact on equity, inclusion, and academic

integrity, with public reporting.
Teacher Training and Professional Development
o Integrate Al literacy and digital ethics into teacher education programs.

e Provide continuous professional development through workshops, online modules, and

immersive labs.
o Empower teachers as co-designers of Al tools, involving them in testing and adaptation.

e Develop ethical classroom guidelines to help teachers decide when and how Al should be

applied.
Data Protection and Cybersecurity

e Implement strict data protection protocols tailored to educational contexts, beyond

general GDPR compliance.
e Require explainable Al systems to ensure transparency in algorithmic decision-making.

e Introduce safeguards against surveillance and stigmatization, limiting predictive analytics

to supportive interventions.

e Invest in secure digital infrastructure, including encryption and robust identity

verification systems.
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Abstract

The proliferation of generative artificial intelligence has fundamentally transformed our
current information landscape, facilitating the widespread production and consumption of
photorealistic yet fictitious media. So, misinformation is no longer just a communication
issue; it is an absolute cybersecurity threat, especially for democracies that depend on trust,
transparency, and an informed public. This paper views Al-fueled disinformation as a
cognitive cyber-attack aimed at modifying perceptions, shaping belief formation, and
undermining the legitimacy of institutions, rather than solely targeting technical systems.
Based on literature in cybersecurity, political communication, and Al governance, the
research investigates how generative Al augments disinformation, which systemic failures in
democracies it exploits, and why current interventions fall short. The results, he says, are that
Al-supported disinformation damages public trust, increases social and political
fragmentation, and distorts electoral and governmental processes in ways that are often hard
to detect and even harder to put right. The research suggests expanding existing cybersecurity
strategies to protect democracies in the age of generative Al by considering not only
information integrity and cognitive security but also societal resilience to disinformation and

propaganda, as well as technical protections.

Keywords: Al-driven disinformation, Cybersecurity, Democratic Systems, Cognitive

Security, Generative Artificial Intelligence
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Introduction

The accelerating advance of artificial intelligence has decidedly altered the world's
information landscape, redefining how it is produced, distributed, and understood. Whilst Al-
based technology offers great promise in automation, communication, and decision-making, it
also introduces new and pervasive risks to the integrity of the informational fabric of digital
spaces. Chief among these risks is Al-fueled disinformation, one of the most disruptive and
potentially damaging threats, especially to democratic systems that require informed citizens,

transparent institutions, and trust-based governance.

The difference between Al-fueled disinformation and previous varieties of misinformation is
the former’s scale and its ability to adapt in real time — like Russia’s so-called firehose of
falsehood and, eventually, its personalised pitch. It is not just you or me, however: Big
language models are now able to spew forth coherent, contextually relevant narratives in the
blink of an eye. Meanwhile, deepfake technology means even experts can fall for unnatural-
looking, sounding clips. These technologies, when used alongside automated bot networks
and algorithmic pushes on social media, enable propagandists to influence operations orders
of magnitude faster, more effectively, and more widely than in the past. As a result,
disinformation has evolved from an opportunistic informational weapon to a tool in an
organised, technology-enabled attack strategy. From a cybersecurity perspective, Al-
generated disinformation represents a new level of attack that democratic societies must
oppose. Conventional cybersecurity principles focus on protecting networks, including data
and critical infrastructure. By contrast, Al disinformation attacks these layers at the cognitive
level: it hones perceptions, alters belief systems, and plays with emotions. Such campaigns
can undermine trust, skew public discourse, and sway electoral results without ever hacking
any technical system. This change requires a new definition of cybersecurity that includes
cognitive security alongside traditional technical defences. The cognitive threats are
specifically pernicious to democratic systems, given their open and pluralistic nature — largely
dependent on free information flow. Elections, media ecosystems and public deliberation are
at risk when disinformation can organise across social divisions, identity-based tensions and
political polarisation. These threats are further exacerbated by AIl, which can facilitate
customised messaging to specific groups based on their views, demographic profiles, or
psychological triggers. It is therefore not just a matter of pockets of untruths, but of the

erosion over time of democratic legitimacy and trust.
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The world-spanning, border-blurring design of digital platforms only exacerbates the
geopolitical dimensions of Al-generated disinformation. Influence operations can occur
beyond national borders, making the problem of attribution and responsibility even more
complicated. Al can be exploited by state and non-state actors to meddle in other nations’
politics, engage in information warfare, or cause societies to unravel without ever pushing a
key on their keyboards through traditional cyberattacks. This intersection of cybersecurity,
information warfare, and hybrid threats has significant implications for traditional governance
and defence arrangements. While policymakers and academics are increasingly assuming Al-
based disinformation as a serious social threat, they also find that this phenomenon is often
mishandled in cybersecurity discussions. There is a place for technical tools — or detection
algorithms and content moderation systems, but they cannot solve the problem on their own.
Effective responses require a combination of technological protections, regulatory efforts,
institutional coordination, and societal resilience. Considering Al-based disinformation a
cybersecurity problem provides a consistent framework for compiling these components.
Against this background, the current work identifies Al-generated disinformation as a key
security threat to democracy. It synthesises the best available knowledge, explains how Al-
enabled disinformation attacks on democracy work, and identifies traditional cybersecurity
strategies. By focusing on cognitive security and democratic resilience, the study seeks to
contribute to the ongoing debate about how democracies can defend themselves in an age of

generative Al.
Literature Review

With the advent of Al and content-generation tools, there is a new form of disinformation.
Previous studies on digital media and democratic life highlighted that algorithmic systems
curate what people see online, shape their political behaviour at scale, and, in turn, influence
citizen participation in democratic processes (Lorenz-Spreen, 2022; Vaccari, 2020). Al-
powered disinformation is distinctive because, unlike traditional misinformation, this
technology is characterised by automation that seamlessly adapts to craft personalised
messages that can reach millions. Recent research has characterised Al-facilitated
disinformation as a hybrid socio-technical phenomenon that emerges from the interplay
between algorithmic behaviours, platform infrastructure and human biases. Computational
studies confirm that generative models have the potential to generate continuous narratives
that are coherent over time and aligned with a specific ideology, and to adapt to an audience's

attention rather than relying on occasional falsehoods (Romanishyn, 2025; Saeidnia, 2025).
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This understanding has led scholars to regard disinformation not as an isolated anomaly but as
a structural, ongoing risk. Generative Al techniques like large language models and synthetic
media systems have made it much less resource-intensive to create realistic-looking fake
content. A study shows that Al-generated text can closely replicate human writing style,
rhetorical devices, and emotional tone (Drolsbach, 2025; Olanipekun, 2025). This has enabled
bad actors to astroturf convincing but false narratives on a scale never before seen on digital
platforms. The emergence of deepfake audio and video technology heightens the risks.
Research on deepfakes has also shown that these recordings can even provoke disbelief
among citizens who regard themselves as digitally literate, particularly in imitations of
political figures, journalists, or public institutions (Ratnawita, 2015; Kaczmarek, 2015). As a
result, the distinction between real and fake facts becomes fuzzier, eroding the credibility of
visual and audio evidence in democratic discourse. An increasing number of authors now cast
Al-powered disinformation as a cybersecurity problem, even though it doesn’t break into
technical systems. Instead of relying on hardware or software weaknesses, Al-powered
disinformation attacks the human/cognitive layer: by influencing perceptions, trust, and
decision-making (Mazurczyk, 2023; Mirzoyan, 2023). This reconceptualisation puts
disinformation in line with the broader cyber threat model, which acknowledges that
psychological and social manipulation is part and parcel of these types of threats. According
to these scholars, such cognitive attacks may have strategic effects similar to those of
conventional cyber operations, undermining political institutions or destroying social unity
(Kreps, 2023; Singh, 2025). It is hard to attribute their mysterious origins, reflecting legal and
jurisdictional grey areas in which cyber-extortion artists can operate. This imbalance,
therefore, contributes to the appeal of Al-generated disinformation in hybrid and information
warfare campaigns. Numerous empirical studies have demonstrated the negative impacts of
Al-powered disinformation on democratic processes. Elections are especially vulnerable:
there is evidence that AI narratives can alter voters' perceptions, suppress turnout, and
undermine electoral legitimacy (Bennett, 2025; Yilmaz, 2024). More generally, continued
exposure to disinformation increases polarisation and undermines the coherence of the public
sphere. At the institutional level, Al-generated misinformation erodes confidence in
journalism, scientific authority, and democratic institutions. When individuals can no longer
trust the veracity of information, public deliberation diminishes, and trust in public
institutions wanes (Marsden, 2021; Pawelec, 2022). Longitudinal studies indicate that such
loss of trust is cumulative, eroding democratic resilience (Schipper, 2025; Wong, 2025).

Increased attention to regulatory and governance responses has been driven by growing
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awareness of these risks. Comparative studies reveal diverse efforts — from platform-led
campaigns to state-driven approaches to cybersecurity strategies that incorporate information
integrity into the national security agenda (Shoaib, 2023; Zhou, 2023). However, academics
say such interventions also have to strike a careful balance between protecting democracy and
fundamental rights, including the freedom of expression. Policy analysis is also illuminating
the limitations of purely technical remedies. Content discovery tools may lag what the most
sophisticated generative Al technologies can do (MacDonald, 2025; Schroeder, 2025).
Therefore, scholars are increasingly promoting a multi-level counter-strategy that introduces
technical measures combined with institutional collaboration and social resilience. Education,
digital skills and cross-border cooperation are often mentioned as key elements of long-term

defence mechanisms (Bontridder, 2021; Corsi, 2024; Imam, 2025).

Combined, this body of work illustrates that disinformation powered by Al poses a serious
challenge to democratic societies, encompassing not only the provision of misinformation but
also new cognitive and cybersecurity threats. Despite important strides in charting the
contours of its mechanisms and effects, significant shortfalls persist — most notably in
consolidating insights from the cybersecurity literature, governance science, and democratic
theory into a comprehensive framework (Aditya, 2025; Sophia, 2025). These gaps need to be
addressed by integrating interdisciplinary efforts to adapt to an evolving, increasingly intricate

threat (Sambur, 2025; Wahab, 2025).
Methodology

This research is based on a qualitative, conceptual, analytical, and empirical design to
investigate Al-generated disinformation as a global cyber threat to democracies. Given that no
single empirical dataset captures all the dimensions of extent, pace, and complexity of Al-
facilitated disinformation, a conceptual approach is warranted and legitimate. It allows
insights from cybersecurity, political science, media studies, and Al governance to be

systematically incorporated.

The methodological approach is based on the premise that Al-facilitated disinformation is
hybrid, spanning technological, cognitive, and institutional dimensions. Rather than testing a
particular hypothesis, the study's objective is to identify standard mechanisms, structural
weaknesses, and cross-contextual structures that recur across different democratic contexts
(Lorenz-Spreen & Endres, 2022; Mazurczyk et al., 2023). This design facilitates theory-

building and policy-relevant analysis, which are both central to the study’s objectives.
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The insights are based solely on peer-reviewed academic and policy papers and
interdisciplinary studies, referenced in the endnotes. The study uses a controlled corpus to

maintain concept consistency and reduce the risk of arbitrary selection of data sources.
The literature conveys various disciplinary viewpoints, including:

e Artificial intelligence and generative models

e Cybersecurity and information warfare

e Democratic procedures and political communication

e Regulation of platforms and digital policy
It specifically prioritised references to Al-generated content, automation, synthetic media, and
algorithmic amplification in democratic environments (Vaccari, 2020; Shoaib, 2023; Bennett

etal., 2025).

The research uses thematic content analysis and cybersecurity-focused threat-mapping. Each
publication was read and coded using predetermined analytical categories, developed in the

literature and adjusted throughout the coding process.
The analysis was conducted in 3 stages:

1. First Coding: Repeated themes on Al capabilities, disinformation methods and
democratic effects.
2. Thematic Clustering: We grouped codes that seemed similar to one another into
overarching thematic categories resembling cybersecurity threat models.
3. Integrated Interpretation: Combining themes to analyse how Al-based disinformation
operates as a systemic cybersecurity risk.
This allows for an overview of studies in a systematic comparison and of context-specific
variation (Mirzoyan, 2023; Singh, 2025). To bridge disinformation research with
cybersecurity theory, the work maps classical threat-modelling constructs, attack vectors,
targets, vulnerabilities and impacts to Al-powered disinformation. Democracies are seen as

complex systems in which human cognition is a key security layer.
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Table 1. Cybersecurity-Oriented Threat Mapping Framework

Threat Description Application to Al-Driven Disinformation
Component
Threat Actors State and non-state entities | Political groups, foreign actors,

coordinated networks

Attack Vectors | Means of attack Al-generated text, deepfake audio/video,
automated bots

Targets Assets under threat Voters, public trust, and democratic
institutions

Vulnerabilities | System weaknesses Cognitive biases, polarisation, platform
algorithms

Impacts Consequences Electoral interference, trust erosion, and

democratic instability

This mapping illustrates the similarities between Al-enabled disinformation and established
cyber threats, strengthening the claim that information integrity must be recognised as a core

cybersecurity asset (Kreps, 2023; Zhou, 2023).

Based on the thematic analysis, three analytical dimensions were consistently applied across

all sources.

Table 2. Core Analytical Dimensions Used in the Study

Dimension Focus Analytical Purpose

Technological Generative ~Al, automation, | Identify enabling capabilities
synthetic media

Cognitive—Cyber Perception, trust, and belief | Assess cognitive attack
manipulation mechanisms

Democratic— Elections, governance, public | Evaluate systemic impacts on

Institutional discourse democratic systems

These dimensions facilitated a systematic review of each publication, which, in turn, enabled
the examination to capture micro-level levers and consider how they contributed to broader

systemic impact.
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To increase analytical validity, this study adopts a triangulation approach across various
academic disciplines and publication types. A result is only highlighted when it is consistently
observed across studies. Explicit coding criteria and analytical dimensions provide reliability

through clear definitions, allowing for the replication of this study in future research.

The qualitative nature of the study means that transferability, but not statistical generalisation,
is a feature, yet conceptually straightforward and explanatorily deep analyses are necessary to

engage with fast-moving threats (Schipper, 2025; Wong, 2025).

The study acknowledges several limitations. It is based on secondary work and does not
include experimental or large-scale empirical evidence. Moreover, secondly, progress in
generative Al technologies often moves so rapidly that some of the particular tools mentioned
may themselves be outdated. However, by examining underlying mechanisms and structural

patterns, the results remain relevant in the long term (MacDonald, 2025; Schroeder, 2025).

Combining cybersecurity threat modelling with democratic theory and Al governance
research, this methodological approach provides a new lens for studying Al-mediated
disinformation. It broadens a traditional cybersecurity architecture to include the realms of
cognition and institution, supporting both further empirical work and future policy

development and analysis.
Discussion

This article contributes to and extends this work by highlighting that Al-enabled
disinformation should not be conceptualised merely as a communication challenge, but rather
as a core cybersecurity threat to democratic societies. Results postulate that generative Al-
powered disinformation has become a scalable, adaptable, and asymmetric attack surface at
the cognitive layer of socio-technical systems, rather than at their technical infrastructure

(Mazurczyk, 2023; Mirzoyan, 2023).

This reframing has profound implications for cybersecurity theory. The traditional
cybersecurity model is focused on protecting the confidentiality, integrity, and availability of
digital assets, but has proven insufficient at preventing threats that undermine cognitive trust
or information integrity. Al-generated disinformation plays on just these kinds of gaps. The
debate thus complements recent calls elsewhere to broaden cybersecurity regimes to
encompass cognitive and information security, especially in democratic settings that require

public trust (Kreps, 2023; Singh, 2025).
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One of the most important observations from the analysis is a structural asymmetry between
attackers and defenders. Generative Al dramatically lowers the threshold for influence
operations by enabling even small groups and non-state actors to wield political influence on
a level hitherto reachable only by states (Drolsbach, 2025; Olanipekun, 2025). Democratic
institutions, on the other hand, are bound by law and ethics to react at the same tempo and

with the same immediacy.

This imbalance is similar to that in other cybersecurity areas, but is amplified by the difficulty
of attribution and jurisdictional complications. “The whole idea of disinformation is it is like a
virus,” he said. These perceptions alone, in the absence of any technical violation, can

undermine democratic legitimacy (Bennett, 2025; Yilmaz, 2024).

The conversation also underscores that, though machine-generated disinformation
accumulates significant resistance over the long term, it undermines democratic resilience.
Perpetual exposure to synthetic content not only produces misinformed individuals but also
undermines trust in all sources of information, in general, real and authoritative (Vaccari,
2020; Marsden, 2021). That slow erosion of epistemic trust is especially hard to recover once

it is established.

Table 3. Key Discussion Themes and Cybersecurity Implications

Theme Key Insight Cybersecurity Implication

Cognitive attacks | Disinformation targets | Extend threat models beyond
perception and trust technical infrastructure

Asymmetry Al enables low-cost, high- | Attackers gain a strategic advantage
impact operations

Trust erosion Long-term democratic harm Trust becomes a central security asset

Platform Algorithms intensify the spread | Requires shared governance

amplification responsibility

From an ecosystem perspective, trust is a fundamental system precondition for democratic
governance. Further, it undermines accountability and democracy, reduces citizen
participation, and deepens political polarisation. The results are consistent with the literature,
which argues that disinformation is an emerging cause of democratic fatigue (Schipper, 2025)

and reduced political participation (Wong, 2025).
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Another layer of the debate has revolved around the relationship between Al-generated
disinformation and platforms' algorithms. Engagement-driven recommendation systems tend
to spread emotionally heightened or divisive synthetic narratives (Lorenz-Spreen, 2022;
Jaidka, 2024). Integrated into generative Al, these mechanisms generate self-reinforcing
feedback loops that amplify the visibility and spread of harmful content. These issues bring
to the fore acute questions of platform accountability and government regulation. While
platforms have the technical power to reduce amplification, commercial motivations and the
international scope of their business make enforcement challenging. The conversation
supports a collaborative (platforms-regulators-civil society) shared-risk approach to

information integrity (Zhou, 2023; MacDonald, 2025).

It also highlights the folly of relying solely on technical rectification. Detection mechanisms,
watermarking systems, and automated moderation are necessary but can be easily bypassed
and do not address the underlying social structures that sustain disinformation (Kaczmarek,
2025; Schroeder, 2025). Heavy reliance on automated moderation can also result in
(over)blocking incidents and a risk of suppressing freedom of expression (Bontridder, 2021;
Marsden, 2021). Given these constraints, the multi-layered nature of defence strategies that
fuse technological detractors with institutional coordination and social policies is a necessity.
Education, public enlightenment and media literacy stand out as crucial long-term factors

contributing to the resilience of democracy (Corsi, 2024; Aditya, 2025).

The exchange also highlights important implications for cybersecurity policy and
governance. Integrating Al-fueled disinformation into national cybersecurity strategy can
improve readiness to address hybrid threats and foster coherence among government
institutions (Shoaib, 2023; Imam, 2025). That kind of integration would better link election
security, platform governance and information integrity efforts. Crucially, the report also
argues that democratic resilience should be seen as a security objective in its own terms. This
entails a shift from reactive tactics to proactive initiatives, such as capacity-building,
international cooperation, and norm-building, aimed at maintaining trust and transparency in

digital public spheres.
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Table 4. Comparative Assessment of Countermeasures

Countermeasure Strengths Limitations
Type
Technical detection | Scalable and automated Easily bypassed; risk of errors
Platform Allows rapid intervention Incentive  misalignment; limited
moderation transparency
Regulation Provides accountability and | Jurisdictional constraints
deterrence
Societal resilience Builds long-term capacity Slow to develop; resource-intensive

The overall debate highlights that Al-enabled disinformation is a multidimensional
cybersecurity threat, with effects that extend well beyond proximate political events and
contribute to the erosion of the structural foundations of liberal democracy. Dealing with this
threat will require rethinking cybersecurity in ways that include cognitive and institutional
dimensions, informed by coherent policy action supported by technological innovation and

societal-wide engagement.
Conclusion

Al-fueled disinformation has become a worldwide cybersecurity threat that strikes at the
heart of democratic systems: public trust and decision-making. In contrast to traditional
cyber-attacks, which focus on digital infrastructure, Al-driven influence operations target the
cognitive and social foundations of democracy by amplifying persuasive falsehoods,
generating counterfeit credibility, and hastening the proliferation of manipulative narratives
across the net. This pivot widens the democratic attack surface, from networks and systems to

perceptions, legitimacy and institutional credibility.

The argument developed here is that the strategic threat posed by Al-generated disinformation
is much deeper than merely convincing citizens of particular falsehoods. Its damage is greater
in eroding the foundations of democratic governance itself — common understandings,
accountability, and informed participation. This legitimacy crisis — which does not disappear
when false frames are eventually debunked — trains us to internalise artificial and conflicting

information, normalise uncertainty, increase division amongst us, and wane confidence in the
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media, elections, and public institutions. In that sense, the greatest danger isn’t any one fake

news story but the slow disintegration of epistemic stability itself.

The dynamics of these realities have a significant bearing on their cybersecurity strategy.
Ensuring democratic integrity, in sum, means going beyond the narrow life-and-death
technicality of security toward a broader approach that also encompasses information
integrity, institutional coordination, and social robustness. This means that mitigation needs to
work across several layers: improving transparency and accountability by online platforms,
enhancing the rapid-response and strategic communication capabilities of public institutions,
and investing in sustainable civic resilience through education and media literacy. These
measures should, of course, be conceived as safeguards for democracy, not as undermining
factors that control too much, take decisions behind closed doors, or impose unjustified

limitations on freedom of expression.

In sum, the challenge to democracy posed by generative Al is not just a matter of protecting
technical infrastructure but of defending democratic reality. Policymakers, cybersecurity
experts, digital platforms, and civil society need to consider Al-powered disinformation as a
significant security threat that requires coordinated, flexible, rights-respecting responses that

adapt to the changing threat environment.
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Declaration”
Ozet

Dijital kapitalizm caginda insan haklar1 ve o6zgiirliiklerin korunmas: hem uluslararas: hukuk
hem de kiiresel politika acisindan giderek daha kritik bir mesele haline gelmektedir. Yapay
zekd temelli gozetim sistemlerinin yayginlagsmasiyla birlikte, bireylerin mahremiyeti, ifade
ozgiirligii ve veri giivenligi gibi temel haklar, dijital altyapilarin ekonomik ve siyasal isleyisi
icinde yeniden tanimlanmaktadir. Bu calisma, dijital kapitalizmin ekonomik mantig1 ile
gozetim teknolojilerinin toplumsal etkilerini kesistiren kuramsal bir ¢erceve sunarak, insan
haklarinin dijital ¢agda nasil donilisiime ugradigini incelemektedir. Sonug olarak, gézetim
kapitalizminin yikic1 etkilerini 6nlemede mahremiyet yasalarmin yeterli olmadigi, aym
zamanda kurumsal yapilar ve uluslararasi hukuk diizenlemelerinde koklii reformlarla
miimkiin olabilecegini gdstermektedir. Bu kapsamda calisma, dijital haklar, algoritmik hesap
verebilirlik ve veri egemenligi konularindaki kiiresel tartigmalara katki sunmay1
amaclamaktadir. Ayrica politika yapicilar ve hukuk reformculart igin dijital gozetim
karsisinda bireysel 6zgiirliikleri koruyacak normatif mekanizmalarin gelistirilmesine teorik ve
pratik bir temel olusturmayir da amacglamaktadir. Sonug¢ olarak makale, dijital kapitalizm
caginda mahremiyetin, Ozglirliigiin ve insan onurunun gelecegine iliskin biitiinciil bir

degerlendirme ortaya koymaktadir.

Anahtar Kelimeler: Dijital kapitalizm, Insan haklari, Dijital mahremiyet, Uluslararasi

hukuk, Ozgiirliik.

" Dog. Dr., SU 1iBF Uluslararasi iliskiler Boliimii, demetacar@selcuk.edu.tr.

* Bu galigmada yapay zekd araglarindan yalmizca dilsel diizenleme ve yazim kurallarinin iyilestirilmesi ve
yabanci dildeki metinlerin ¢evrilmesi amaciyla yararlanilmis olup, caligmanin bilimsel igerigi, kuramsal
gergevesi ve sonuglart tamamen yazara aittir.
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Abstract

In the age of digital capitalism, the protection of human rights and freedoms is becoming an
increasingly critical issue in terms of both international law and global politics. With the
proliferation of Al-based surveillance systems, fundamental rights such as individual privacy,
freedom of expression, and data security are being redefined within the economic and
political functioning of digital infrastructures. This study examines how human rights are
transformed in the digital age by presenting a theoretical framework that intersects the
economic logic of digital capitalism with the social impacts of surveillance technologies.
Ultimately, it demonstrates that privacy laws alone are insufficient to prevent the destructive
effects of surveillance capitalism and that this can only be achieved through fundamental
reforms in institutional structures and international legal regulations. In this context, the study
aims to contribute to global debates on digital rights, algorithmic accountability, and data
sovereignty. It also aims to provide a theoretical and practical basis for policymakers and
legal reformers to develop normative mechanisms that protect individual freedoms in the face
of digital surveillance. Ultimately, the article presents a comprehensive assessment of the

future of privacy, freedom, and human dignity in the age of digital capitalism.
Keywords: Digital capitalism, Human rights, Digital privacy, International law, Freedom.
Giris

Dijital kapitalizm, verinin birincil bir sermaye bi¢imi olarak islev kazandigi, bilgi ve iletisim
teknolojilerinin yani sira ag temelli platformlarin ekonomik faaliyetlerin merkezi haline
geldigi ¢agdas bir kapitalizm tiiriinii ifade etmektedir. Bu c¢er¢evede Zuboff (2019), gézetim
kapitalizmi “insan davranislarinin izlenip kaydedilmesinden, bu davraniglarin tahmin
edilmesine ve nihayetinde kar elde edilmesine yonelik yeni bir iktisadi mantik” olarak
tanimlamaktadir. S6z konusu sistem yalnizca 6zel sektdrle smirli kalmamis, devletler ve
uluslararast kurumlar da bu yapinin igine dahil olmustur. Ozellikle gdzetim kapitalizmi artik
sadece bir is modeli olmanin Gtesinde, diizenlemeler, ticaret kurallar1 ve giicli devletler
tarafindan desteklenen kurumsal bir ¢ergeveye sahip kiiresel bir gii¢c diizenidir. Bu nedenle,
dijital ortamlarda toplanan veriler ve bu veriler lizerine gelistirilen algoritmalar, kiiresel gii¢
iligkilerinin yeniden yapilandirilmasinda belirleyici bir rol oynamaktadir (Kilic & Carr-Ryan,

2025). Dolayisiyla, az sayida teknoloji devinin -Amazon, Google, Meta, Alibaba, Tencent,
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Huawei gibi- elinde toplanmis olan kiiresel teknoloji hegemonisi bu baglamda, hiikiimetlerin

egemenligine rakip ya da bazen ondan daha giiclii bir etki alanina sahip olmustur.

Bu baglamda, dijital kapitalizmin kurumsal ve ekonomik boyutlarinin 6tesinde, toplumsal
denetim ve bireysel o6zgiirliik alanlarin1 da yeniden sekillendiren gozetim pratikleri ortaya
cikmistir. Yapay zekad destekli gozetim teknolojileri -yliz tanima sistemlerinden ongoriicii
polislik algoritmalarina ve sosyal medya filtreleme mekanizmalarina kadar- devletlerin ve
ozel sektor aktorlerinin bireyleri izleme, siniflandirma ve yonlendirme bi¢imlerini kokli bir
sekilde dontistirmektedir. Glinlimiizde gdzetim, bir polislik aracindan daha fazlasidir, dijital
diinyamizin altyapisal bir kosulu haline gelmistir. Lyon’un (2017) da belirttigi {izere, gdzetim
kavrami tarihsel olarak siiphelilerin, mahkiimlarin veya potansiyel suglularin yakindan
gozlemlenmesi anlaminda kullanilirken, dijital c¢agda bu anlam kokli bir doniisim
gecirmistir. Glinlimiizde gozetim, bireylerin izlenmesi, dijital platformlar araciligiyla kisisel
verilerin toplanmasi, islenmesi ve ekonomik deger {iretiminde kullanilmasi siirecini
kapsamaktadir. Bu durum goézetimi artik kiiltlirel ve ekonomik bir olguya doniistiirmiistiir.
Benzer bigimde Zuboff (2019), bu yeni asamay1 gozetim kapitalizmi olarak tanimlayarak,
gozetimin iktidar pratigi olmasinin 6tesinde, biitiin bir siyasi-ekonomik diizenin temeli haline
geldigini vurgulamaktadir. Boylece gozetim, klasik anlamdaki kontrol mekanizmalarindan

cikip dijital kapitalizmin temel tiretim mantigina dontigsmiistiir.

Bu baglamda, dijital kapitalizm is modeli diizeyinden, ulusal giivenlik, ticaret politikalar1 ve
platform diizenlemelerinin i¢ igce gectigi stratejik bir alan haline gelmistir. Birkag¢ biiytlik
teknoloji sirketi veri, bulut altyapist ve algoritmalar1 ilizerinden kiiresel Olcekte standart
belirleme giictinii elde ederken, bagka iilkeler veya aktorler bu standartlara uyum saglama ya
da bagimsiz alternatif gelistirme noktasinda dezavantajli konuma diismektedir. Bu durum,
dijital ekonomide esitsizliklerin derinlesmesine ve hegemonya miicadelelerinin sanal ortama
taginmasina olanak tanimaktadir. Dolayisiyla, dijital kapitalizm cergevesinde az sayida biiyiik
aktor tarafindan kontrol edilen veri ve altyapilar hem ekonomik hem siyasal diizeyde kiiresel
adaletsizlikleri artirma potansiyeli tagimakta, uluslararasi sistemde yeni hegemonik iligkilerin
temelini atmaktadir. Boylece kiiresel kapitalizmin dijitallesme siireciyle birlikte {iretim
iligkilerinin temelinde yasanan doniisiim, giiniimiiz kapitalizmini artik klasik {iretim ve emek
sOmiiriisii bi¢cimlerinden ziyade veri, algoritma ve dijital altyap: sahipligi lizerinden deger
iireten bir sistemin pargasi haline getirmistir. Bu yeni evre, dijital platform kapitalizmi ya da
rant kapitalizmi olarak adlandirilmaktadir (Ozliik, 2023). Dijital kapitalizmin temelinde,

iiretim veri akisinin ve algoritmik yonlendirme kapasitesinin kontrolii yer almakta, dolayisiyla
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ekonomik gii¢, liretimden ziyade bilgi tekellerinden dogmaktadir. Bu yeni ekonomik diizende,
bireylerin davraniglari, tercihleri ve iletisim bigimleri stlirekli olarak izlenmekte,

kaydedilmekte ve ekonomik degere doniistiiriilmektedir.

Giiniimiizde kisisel veriler her yerde toplanmakta, analiz edilmekte ve giderek daha fazla
bicimde davranis tahmini amaciyla kullanilmaktadir. Bu durum, bireylerin mahremiyetinin
Otesinde, ifade, diigiince ve bilgi 6zgiirligii gibi diger temel haklarin korunmasi agisindan da
ciddi sorular dogurmaktadir. Avrupa hukuku bu gelismeye giiglii bir yanit vermistir: Avrupa
Birligi Genel Veri Koruma Tiizigli (GDPR), kisisel verilerin korunmasini bir temel hak
olarak tanimakta ve bu hakkin diger Ozgiirliikklerle dengelenmesi gerektigini acikga
belirtmektedir. GDPR’nin 1. gerekcesinde (Recital 1) veri koruma hakkinin temel bir hak
oldugu vurgulanirken, 4. gerekcede (Recital 4) bu hakkin mutlak olmadigi, diisiince, ifade ve
bilgi 6zgiirliigii gibi diger haklarla uyum i¢inde uygulanmasi gerektigi ifade edilmektedir. Bu
nedenle GDPR, veri gizliligini koruyarak ifade ve bilgi 6zgiirliigii hakk: da dahil olmak iizere
diger AB temel haklarini destekleyen biitiinciil bir yaklasim benimsemektedir (European
Union, 2016, Recital 1, Recital 4, Article 85). Benzer sekilde, Avrupa Insan Haklari
Sozlesmesi (AIHS/ECHR, 1950) bireylerin 6zel hayatina saygi hakkini (Madde 8) ve ifade
ozgiirligiini (Madde 10) giivence altina almaktadir. Ancak gelismis yapay zeka temelli
gbzetim sistemleri, bu giivenceleri yeni sinamalarla karsi karsiya birakmaktadir. AIHM
ictihadina gore (6rnegin Big Brother Watch and Others v. the United Kingdom, ECHR 2021),
kitle gézetimi uygulamalar kisisel verilerin orantisiz bigimde toplanmasi yoluyla Madde 8
kapsamindaki 6zel hayat hakkini ihlal edebilmektedir. Benzer bi¢cimde, algoritmik profilleme
ve otomatik siiflandirma siirecleri bireyleri seffaf olmayan kriterlerle kategorize ederek ifade
ve bilgi edinme Ozgiirliikleri iizerinde caydirict bir etki yaratabilmektedir. Avrupa
Konseyi’nin Mass Surveillance Factsheet (ECHR, 2023) belgesinde de belirtildigi gibi, bu tiir
uygulamalar AIHS’nin 8. ve 10. maddeleri arasinda hassas bir denge kurulmasini zorunlu
kilmaktadir. Dolayisiyla, yapay zeka destekli gozetimin gelisimi, mahremiyetin ve ifade
ozglrliigiiniin korunmasi agisindan Avrupa insan haklar1 sisteminin temel ilkelerini yeniden

degerlendirmeyi gerektirmektedir.

Yapay zeka destekli gdzetim teknolojileri, mahremiyet, ifade ozgiirligii ve esit muamele
ilkelerini ciddi bigimde tehdit edebilmektedir. Ozellikle otomatik igerik filtreleme ve sosyal
kredi sistemleri araciligiyla, demokratik toplumlarda ifade 6zgiirliigii ve esit muamele ilkeleri
tizerinde karmagsik sonuclar dogurmaktadir. Otomatik icerik filtreleri, dijital platformlarda

yasa dist veya zararli icerikleri Onleme amaci tagimakla birlikte, baglami tam olarak
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degerlendiremedikleri i¢in siklikla elestirel veya muhalif sOylemleri yanlislikla
bastirabilmektedir. Bu durum, algoritmik sansiir olarak adlandirilan ve ifade Ozgiirliigiinii
dolayli bigimde kisitlayan yeni bir olguyu ortaya ¢ikarmaktadir (Article 19, 2018, Yeung,
2018). Benzer bicimde, Cin’de uygulanan sosyal kredi sistemleri, vatandaslarin ¢evrimigi ve
cevrimdis1 davraniglarini degerlendirerek bir gliven puani liretmekte, bu puan bireylerin kamu
hizmetlerine erigimini, istihdam firsatlarini1 veya sosyal statiistinii etkileyebilmektedir. Ancak
bu sistemler, hangi davraniglarin iyi veya kotii olarak tanimlandigina dair seffaflik eksikligi
nedeniyle politik uyum ve Oz-sansiir egilimini tesvik edebilmekte ve azinlik gruplarini
orantisiz bicimde etkileyebilmektedir (Drinhausen & Brussee, 2021, Citron & Pasquale,
2014). Her iki 6rnek de, yapay zeka sistemlerinin teknik dnyargi ve veri temelli karar verme
stirecleri araciligtyla, demokratik katilimi ve temel haklar1 istemeden zayiflatma potansiyeline
sahip oldugunu gostermektedir. Yeni dijital altyapilarin uluslararas: siyaseti doniigtiirmesi
baglaminda, veri ve ag platformlarina yonelik hakimiyet yalnizca ekonomik diizeyle sinirl
kalmay1p, jeopolitik giic dengelerini de derinden etkilemektedir. Ornegin UNCTAD’mn
Digital Economy Report 2021 adli ¢alismasinda, veri-paylasimi olmayan ya da ¢ok siirl
olan {ilkelerin kiiresel dijital kazanclardan oldukg¢a diigiik pay aldigi belirtilmis ve dijital
ekonomide hakimiyetin Kuzey Amerika ve Cin merkezli biiyiik platformlara kaydigina dikkat

cekilmisgtir.

Ote yandan yapay zeka destekli gdzetim uygulamalari, kamu giivenligi ya da dolandiricilikla
miicadele gibi mesru amaglarla savunulabilir. Avrupa Birligi de bu tiir 6diinlesmelerle
yakindan ilgilenmektedir: onerilen Al Yasas1 (Al Act), yiiksek riskli yapay zeka sistemlerini
(6rnegin ise alimda ya da kolluk uygulamalarinda kullanilanlari) 6zel denetim ve seffaflik
yiikiimliiliiklerine tabi tutmay1 hedeflerken, otomatik GDPR’nin Madde 22 kapsaminda karar
stireclerini sinirlandirmakta ve insan miidahalesi, itiraz hakki gibi koruyucu mekanizmalar
icermektedir. Bu baglamda, modern gozetimin yeniden sekillenmesiyle temel haklarin
korunmasi arasindaki gerilim, hukuk ve haklar acisindan ele alinmasi gereken hayati bir
meseledir. Dolayisiyla makale, ampirik bir aragtirma sunmaktan ziyade kuramsal ve normatif
analiz yoluyla dijital gézetimin insan haklar1 iizerindeki etkilerini tartigmaktadir. Bu nedenle
caligma {i¢ kuramsal gelenegin kesigiminde konumlanmaktadir. Gozetim ¢alismalar1 gelenegi,
yapay zeka temelli izleme pratiklerinin nasil isledigini, yani gozetimin arkasindaki
mekanizmalari, bilgi akislarim1 ve giic dinamiklerini ¢éziimlememize imkan tanimaktadir.
Haklar teorisi gelenegi, bu gdzetim big¢imlerinin ne zaman mesrulugunu yitirdigine iliskin

normatif dl¢iitleri -gereklilik, orantililik ve insan onuru ilkeleri gibi- saglamaktadir. Hukuk ve
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teknoloji gelenegi ise teknik kapasite ile hukuki denetim arasindaki yapisal bosluklar1 goriiniir
kilarak, dijital cagda hesap verebilirligin ve seffafligin nasil saglanabilecegi sorusuna
odaklanmaktadir. Bu ii¢ gelenek birlikte, analizimizin kuramsal ¢ergevesini olusturmakta ve
bu gergeve dogrultusunda, Avrupa hukuk sisteminin -6zellikle AIHS, GDPR ve ilgili Avrupa
Birligi Adalet Divan1 (ABAD/CJEU) ile AIHM igtihatlariin- bu ¢cok katmanli zorluga nasil

yanit verdigi incelenecektir.
Dijital Kapitalizm, Gozetim ve Mahremiyetin Teorik Haritas:

Makalenin kuramsal zemini, dijital kapitalizm, gbzetim ve mahremiyet iliskilerini agiklayan
iic temel diislinsel gelenegin kesisiminde sekillenmektedir. Dijital kapitalizm, verinin birincil
sermaye bi¢imi haline geldigi, bilgi teknolojileri ve algoritmik sistemlerin ekonomik iiretim
stireclerinin merkezine yerlesti§i yeni bir toplumsal-ekonomik diizendir. Bu yapi, piyasa
dinamiklerini ve bilgi, iktidar ve gozetim iliskilerini yeniden bicimlendirerek bireylerin
mahremiyet alanlarin1 ekonomik deger iiretiminin bir pargas: haline getirmektedir. Gozetim
kurami, yapay zeka temelli izleme bigimlerinin ardindaki bilgi akiglarini, iktidar iligkilerini ve
davranigsal yoOnlendirme mekanizmalarin1 ¢oziimleyerek dijital kapitalizmin gozetim
mantigini aciga c¢ikarir. Haklar kurami, bu gbzetim yapilarinin mesruiyet sinirlarini belirleyen
normatif ilkeleri -Ozellikle gereklilik, orantililik ve insan onuru Olgiitlerini- tanimlayarak
dijital mahremiyetin korunmasina teorik bir dayanak olusturur. Hukuk ve teknoloji yaklagimi
ise dijital cagda kod, algoritma ve hukuk arasindaki karsilikli etkilesimi inceleyerek teknik
altyapilarin normatif diizen iiretme kapasitesini ve hukukun bu alani diizenleme giiciiniin
siirlarini tartisir. Bu tli¢ kuramsal ¢izgi birlikte ele alindiginda, dijital kapitalizmin ekonomik
mantig1, gbzetimin iktidar bigimleri ve mahremiyetin normatif sinirlar1 arasindaki iliskileri

biitiinciil bi¢imde ¢ézlimleyen bir teorik ¢ergeve ortaya ¢ikmaktadir.

Yapay zeka, dijital kapitalizm baglaminda yeni bir iiretim faktorii olarak capraz sektorsel
yayilim kabiliyeti olan genel amacglh bir teknoloji olarak kavramsallagtirilmaktadir. Yapay
zekanin iiretim siireclerine entegrasyonu arttik¢a is modellerinin, gelir dagiliminin ve sermaye
formasyonunun koklii bicimde degisecegi ongoriilmektedir. Gergekten de, sanayi ve hizmet
alanlarinda otomasyon, makine 6grenimi ve veri-yogun algoritmalar metalagmis emek
bicimleriyle birlikte ekonomik biiylimenin yeni lokomotifleri haline gelmektedir. Bu baglama
uygun olarak, yapay zeka patent sayilari ile uzun dénem ekonomik biiyiime arasinda pozitif
ve istatistiki olarak anlamli bir iligki tespit edilmistir, 6zellikle gelismis ekonomilerde bu etki

daha giiglii gozlemlenmektedir. Bu doniisiimiin ardinda yatan dinamikler arasinda veri ve
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hesaplama giicii yogunlasmasi, yani biiylik teknoloji firmalarinin devasa veri setlerine erisimi
ve bulut altyapis1 kontrolii ile iist diizey yapay zeka personeline sahip olusu yer almaktadir.
Dolayistyla elestirel siyasal ekonomi literatiiriinde, bu yap1 yapay zeka kapitalizmi olarak
tanimlanmakta ve veri somiiriisii, ticarilestirme ve kazanan her seyi alir (winner-takes-all)

mantig1 ¢cergevesinde degerlendirilmektedir (Gonzales, 2023).

Glinlimiizde yapay zeka destekli gozetim sorununa yaklasimda, Foucault’nun disipliner
toplum kavrami, Zuboff’un teknolojik gozetim kapitalizmi analizi ve Lyon’un goézetimin
toplumsal boyutlarina vurgu yapan perspektifleri 6nemli kavramsal gerceveler sunmaktadir.
Bu nedenle bu kuramsal perspektiflerden yola ¢ikilarak yapay zeka ¢aginda gdzetimin nasil
yeniden iretildigi ve klasik teorilerle hangi noktalarda Ortiistiigliniin analiz edilmesi
gerekmektedir. Bu baglamda klasik goézetim teorisi yapay zeka caginda da Onemini
korumaktadir. Michel Foucault, Discipline and Punish: The Birth of the Prison adli eserinde
Jeremy Bentham (1995)’1n panoptikon modelini bir metafor olarak ele almakta ve modern
disiplin toplumunun iktidar yapisint bu ¢erceveden okumaktadir. Foucault (1977), gézetim

13

mimarisinin isleyisini “...merkezdeki gozetleme kulesi tiim hiicreleri gorebilir, fakat
gozetlenenler kimin onlar1 izledigini bilemez” seklinde betimlemektedir. Dolayisiyla bu yapa,
bilingli ve kalict bir goriiniirliik durumu yaratirken, bireyler her an izlenme ihtimalini dikkate
alarak davraniglarini diizenleyebilmektedir. Aslinda Foucault’'nun Bentham’in Panopticon’u
lizerine yaptig1 analiz, asimetrik goriinlirliigiin nasil 6z disiplini tesvik ettigini vurguladigin
gostermektedir. Burada, gozetimin fiziksel bir siireklilige sahip olmasa bile algilanan
olasilikla bireylerin igsel denetim gelistirmesi, ceza mimarisinin, norm {iiretimi, disiplin ve
iktidar-bilgi iligkisinin kodlandig1 bir sistemdir. Giiniimiiziin dijital panoptikonu ise yaygin ve
her yerde mevcuttur. Bireyleri hi¢bir insan operator aktif olarak izlemiyor olsa bile kameralar,

dronlar, sosyal medya izleme ve biyometrik sensorler tarafindan izlenmektedir.

Shoshana Zuboff’un The Age of Surveillance Capitalism: The Fight for a Human Future at
the New Frontier of Power adli eseri de, dijital platformlarin kullanici davraniglarimi veri
olarak sermayelestirme siireclerini incelemektedir. Zuboff’un temel iddialarindan biri,
kullanict davraniglarinin  gozetim varliklar: haline gelmesidir, bu varliklar algoritmalar
aracilifiyla analiz edilir ve gelecege dair tahmin modellerine doniistiiriiliir. Bu baglamda,
klasik iktidar modellerinden farkli olarak, davranigsal miidahale odakli bir enstriimantarya
iktidar kavramin1 gelistirmistir. Bu iktidar bicimi, baski ya da agik zor kullanimi yerine
detayli bir sekilde yapilandirilmis tekniklerle bireylerin se¢im mekanizmalarini

yonlendirmeye odaklanmaktadir. Dolayisiyla, Zuboff’un yaklasimi, Foucault’nun norm
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iretimi ve iktidar-bilgi iliskisinin dijital baglamda yeniden kodlandigin1 gostermektedir. Bu
durumu epistemik darbe olarak adlandirmakta, ¢ilinkii bilme yetisi -yani hangi davranislarin
beklenecegi, hangi miidahalelerin yapilacagi- artik teknolojik aktorlerin eline gegmistir
(Zuboff, 2019). Bu baglamda bireyler verinin iireticisi ve ayni zamanda denegi konumuna

gelmislerdir.

Gozetim caligmalarina katkida bulunan 6nemli bir kuramer olan Lyon, gozetimi toplumsal
stireclerle i¢ ige gegen bir fenomen olarak ele almaktadir. Lyon’a gore gdzetim, bireysel
verilerin toplanmasindan 6te, bu verilerin siniflandirilmasi, siralanmasi ve bu siralamaya gore
miidahale edilmesi siire¢lerini igermektedir. Bu siire¢ Lyon tarafindan sosyal siralama olarak
kavramsallastirmistir. Lyon, gozetim siireclerinde devletin yani sira 6zel aktorlerin, kurumsal
yapilarin ve bireylerin de 6nemli roller oynadigim1 vurgulayarak, gézetim yapilarinin ¢ok
katmanlhi aglar seklinde isledigini ve mekansal sinirlarin giderek siliklestigini elektronik
panoptikon ya da akiskan gozetim kavramlariyla tartisir. Lyon’un analizinde, goézetim
toplumsal diizeni yeniden iiretme ve ayrimei smiflandirmalara aracilik etme kapasitesine
sahiptir. Algoritmik sistemlerdeki yanlilik ve adalet sorunlari, Lyon’un sosyal siralama
analizinin giincel teknolojilerle kesistigi dnemli alanlardir (Lyon, 2017). Dolayisiyla, gézetim
sistemleri insanlar1 kredi puani, risk profili, davranig kaliplar1 gibi veriye dayali kategorilere

ayirarak farkli muameleye olanak tanimaktadir.

Giiniimiizde yapay zeka sistemleri ile gdzetim pratikleri yeni bigimler kazanmistir. Ozellikle,
bireylerin davraniglarini gercek zamanli olarak analiz edip siniflandirarak panoptik algiyi
algoritmik diizeyde yeniden {iretebilmektedir. Bu baglamda izlenen birey gozetim
mekanizmasinin nasil isledigini tam olarak bilmemekte, bu durum klasik panoptikon
metaforundaki goriiliir ama gériinmez dinamigini daha karmasiklastirmaktadir. Dahasi
Zuboff’un enstriimantarya iktidar anlayisi ile norm iiretim siireci teknolojik diizeyde yeniden
ele alinmakta ve normlar artik algoritmalar araciligiyla uygulanabilmekte ve miidahaleler
otomatik bicimde yapilabilmektedir. Yapay zeka destekli sistemler, gézetimi tek merkezden
cok aktorlii aglar bi¢ciminde ele alan Lyon’un yaklasimini da derinlestirmektedir. Gortldigi
iizere, Foucault’nun panoptikon kurami, Zuboff’un gbzetim kapitalizmi ve Lyon’un sosyal
siralama analizleri birlikte incelendiginde, gozetimin tarihsel siirekliligi ve teknolojik
doniistimii arasindaki bag daha goriiniir hale gelmektedir. Bu baglamda, yapay zeka ¢aginda
gozetim, norm {iretme, miidahale, simiflama ve Ongorii pratikleri iizerinden yeniden

yapilandirilmigtir (Foucault, 1977, Lyon, 2018, Zuboff, 2019) Bu yeni ortamda klasik
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kuramsal araglar hala anlamlidir, ancak teknolojik O6zgilinliikleri hesaba katacak sekilde

elestirel olarak uyarlanmalidir.

Bu noktada, gozetimin mesruiyeti meselesi dogrudan insan haklar1 teorisinin normatif
temelleriyle kesismektedir. Gozetim teknolojilerinin mesru sinirlari, teknik giivenlik,
toplumsal fayda kriterleri ve haklarin temel statiisii ile belirlenmelidir. Cagdas hukuk teorisi,
belirli 6zgiirliiklerin -ifade, vicdan ve mahremiyet gibi- dokunulmaz bir konumda olduguna
dikkat ¢cekmektedir. Bu cercevede, John Rawls’un (A Theory of Justice, 1971/1999) adalet
kuraminda belirttigi iizere, temel hak ve Ozgiirliikler toplumsal fayda adina feda edilemez,
clinkii bu haklar, yalnizca ozgiirliigiin kendisiyle catistiginda ve esit 6zgiirliik ilkesinin
korunmas1 gerektiginde sinirlanabilmektedir. Benzer bicimde, Ronald Dworkin (1977) de
haklarin genel refah ya da fayda hesaplamalarina kars1 koz islevi gordiigiinii savunmaktadir.
Bu baglamda, mahremiyet veya ifade 6zgiirliigli gibi haklarin yalnizca diger temel haklar ya
da olaganiistii derecede Onemli toplumsal ¢ikarlar s6z konusu oldugunda
sinirlandirilabilecegini, ancak siradan  verimlilik ya da fayda artiglart  igin
siirlandirilamayacagini ileri siirmektedir. Ayrica, Jeremy Waldron (2010) haklarin onur
boyutunu 6n plana ¢ikararak, haklarin uygulanmasindaki zorluklar1 kabul etmekle birlikte
korunmalarinin dikkatli bir dengeleme gerektirdigini -ancak hi¢bir zaman terk edilmemesi
gerektigini- vurgulamaktadir. Ozellikle mahkemeler ifade &zgiirliigii veya onur gibi temel
degerleri korurken genellikle farkli degerleri dengelemek ve zorlu deger yargilarinda
bulunmak zorunda kalmaktadir. Kisacasi, haklar teorisi mahremiyet, ifade O6zgiirliigii ve
esitligi adil bir toplumun 6nkosullar1 olarak goriir, dolayisiyla getirilecek siirlamalar insan
onurunu hukuka aykir1 bigimde tehlikeye atmayacak sekilde -yani yasaya uygunluk, gereklilik
ve orantililik Olgiitlerine uyarak- diizenlenmelidir. Bu yaklasim, ¢ikis noktasin1 dogrudan
AIHS ve AB Temel Haklar Sarti’ndan almaktadir: her tiirlii dijital gozetim rejimi, keyfi

ihlallere kars1 korunan bu haklarla uyumlu olmalidir.

Mahremiyetin yalnizca gizlilik degil, kisinin kendi kimligini temsil etme, sinirlarini ¢izme ve
ozerkligini siirdiirme hakki oldugunu vurgulayan Allen’in (2008) etik zemini Moore un
(2010) mahremiyeti bireyin ahlaki 6zerkligini ve biligsel alanini1 koruyan temel hak olarak
gormesiyle derinlesmektedir. Nissenbaum (2004) ise dijital c¢agin veri akislarinda
mahremiyetin, mutlak bir gizlilikten ziyade baglamsal biitiinliik ilkesiyle korunabilecegini
savunmaktadir. Buna gore, bilginin akis1 ancak uygun toplumsal norm ve baglamlar i¢inde
mesru sayilabilir. Bu normatif yaklasimlar, AIHS ve AB Temel Haklar Sartr’nin insan

onurunu ve 0zel yasamin gizliligini ayrilmaz haklar olarak kabul eden diizenlemelerinde
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yansimasini bulmustur. Dolayisiyla dijital gozetim, algoritmik siiflandirma ve yapay zeka
temelli karar siirecleri, bireyin mahremiyetini, 6zerkligini ve esitlik ilkesini tehdit ettiginde,
insan onuruna dayali hak kurami, hukukun miidahale sinirlarin1 belirleyen temel olgiitleri
ortaya koyar. Bu yaklasim, her tiirlii dijital denetim veya veri isleme faaliyetinin yalnizca
gereklilik, orantililik ve insan denetimi ilkelerine uygun oldugu siirece mesru sayilabilecegini
savunur. Boylelikle insan onuru, klasik liberal hak anlayisindan dijital cagin etik yonetigim
paradigmasina uzanan bir siireklilik i¢cinde hem haklarin nihai dayanagi hem de onlarin
siirlandirilmasina yon veren normatif ilke olarak yeniden tanimlanmaktadir. Boylece, dijital
cagda mahremiyet hakki, insan onurunun, demokratik katilimin ve teknolojik yonetisimin

mesruiyetinin de normatif dayanag haline gelmistir.

Bu cergevede, hukuk ve teknoloji alaninda yiiriitilen caligmalar, gdzetim aygitlarinin
bicimlenmesinde yazilim altyapilarinin kod ve diizenleyici normlarin birbiriyle etkilesime
girdigini ve siklikla gatigtigin1 ortaya koymaktadir. Ornegin, Lawrence Lessig (2000) kod
kanundur ifadesiyle siber uzayin teknik mimarisinin toplumsal normlari ve hukuki
diizenlemeleri big¢imlendiren bir diizenleyici etkinlige sahip oldugunu vurgulamigtir. Bu
baglamda, bir sosyal medya platformunun gizlilik ayarlari, hangi bilgilerin goriiniir ya da
goriinmez olacagini belirleyen mimari kodlar olarak islev gérmektedir. Dolayisiyla, bir yapay
zekdnin veya goOzetim sisteminin tasarimi -tipki  bir yasa gibi-gozetlemeyi ya
kolaylastirabilecek ya da sinirlandirabilecek bir mimari diizen anlamina gelmektedir. Bu
noktay1 daha ileri tagiyan Hildebrandt ve Tielemans (2013), tasarim yoluyla yasal koruma
kavramim gelistirmistir. Buradaki yaklagima gore, ag baglantili ¢agimizda temel haklar -
mahremiyet, adil yargilama hakki, ayrimciliga ugramama hakki gibi- yazili hukuk metinleri
ve teknolojik altyapilarin kendi icinde kodlanmis normlarla korunmalidir. Dolayisiyla,
pratikte haklarin sistematik olarak giivence altina alinmasi -0rnegin: varsayilan gizlilik
ayarlari, algoritmik etki degerlendirmeleri ve kullanicilarin veri akigi lizerindeki kontroliinii

saglayan mekanizmalar- i¢in teknolojik ¢oziimlerin uygulanmasi anlamina gelmektedir.

Teorik agidan bakildiginda, dijital gézetim ve yapay zeka temelli karar sistemleri, hukukun ve
teknolojinin kesisiminde yer alan kritik bir normatif uyariya isaret etmektedir. Bu baglamda,
temel haklarin korunmasi i¢in yasal diizenlemelerin yan1 sira bu diizenlemeleri somutlastiran
teknoloji mimarisine de hak koruma ilkelerinin entegre edilmesi gerekmektedir. Dolayisiyla,
dijital gozetim rejimlerinin normlarin uygulanma bi¢imini belirleyen teknolojik tasarimlarla
da sekillendigi goriilmektedir. Bu nedenle, algoritmik siire¢lerin seffafligit ve hesap

verebilirligi saglanmadik¢a, haklarin korunmasi yoniindeki yasal c¢abalar teknik mimarinin
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arkasinda etkisiz kalma riski tasimaktadir. Bu noktada, Pasquale’nin algoritmik seffaflik ve
hesap verebilirlige iliskin elestirileri, hak koruma ilkelerinin teknoloji tasariminin yapisal
unsurlarinda da igsellestirilmesi gerektigini ortaya koymaktadir. Pasquale (2015), teknoloji
destekli gézetimin karanlik yiiziinii vurgulayarak, veri isleme siireclerinin yogunlastig1 dijital
ekonomide giiclii aktorlerin ticari sirlarin ardina gizlendigini ve algoritmalarin sézde
tarafsizlik iddialarinin bu nedenle dogrulanamaz hale geldigini belirtir. Dahasi, mevcut hukuk
diizenleri cogu zaman sirketlerin is modellerini ve gozetim sistemlerinin gizli formiillerini de
koruyarak hem bireyler hem de denetleyici kurumlar agisindan ciddi bir seffaflik sorunu
yaratmaktadir. Bu durum, dijital diizenin giderek hukuki seffaflifin yerini teknik gizliligin
aldig1 bir yaprya doniismesine ve bdylece denetim mekanizmalartyla hukukun geleneksel

islevi arasinda derin bir uyumsuzluk dogmasina yol agmaktadir.

Gortldiigii iizere, dijital cagda ortaya c¢ikan temel sorunlardan biri hesap verebilirlik
boslugudur. Tarihsel olarak insan karar vericilere yonelik gelistirilen hukuk sistemi, artik
otomatiklestirilmis, veri odakli ve kodla isleyen giic bi¢imlerine uyum saglamakta
zorlanmaktadir. Bu yapisal boslugu gidermeyi amaglayan AB diizenleyicileri, onemli adimlar
atmigtir: GDPR, bireyler ilizerinde 6nemli etkiler doguran tamamen otomatik karar alma
siireglerini yasaklamakta (Madde 22) ve veri sahiplerine agiklama talep etme, karar siirecine
itiraz etme gibi haklar tanimaktadir. Benzer bicimde, Yapay Zeka Yasasi (Al Act) ve Dijital
Hizmetler Yasalari, algoritmik sistemlerin tasarimi ile kullanimini diizenleyerek, insan
denetimi, seffaflik ve orantililik ilkeleri g¢ercevesinde yeni bir hesap verebilirlik rejimi inga

etmeyi hedeflemektedir.

Sonug olarak, bu kuramsal yapi dijital gdzetimin teknik bir olgunun Otesinde derin bir
normatif ve hukuki mesele oldugunu gostermektedir. Gozetim, haklar ve teknoloji arasindaki
etkilesim, insan onurunu ve demokratik degerlere dayali hukuk diizenini korumak i¢in
yeniden diisiinlilmesi gereken bir alan yaratmaktadir. Bu nedenle, dijital cagin goézetim

pratikleri, hukukun mesruiyetini sinayan bir etik sorumluluk alan1 haline gelmistir.
Dijital Avrupa’da Gozetim ve Mahremiyet: Normatif Simirlar ve Mesruiyet Ilkeleri

Gozetim uygulamalar1 devlet ¢ikarlar1 ile bireysel haklar arasinda temel bir gerilim
dogurmaktadir, liberal demokrasiler baglaminda mahremiyete yonelik her tiirlii miidahale,
ancak giiclii ve mesru bir gerekceyle savunulabilir. Normatif olarak sorgulanmasi gereken
husus, gozetimin hangi kosullar altinda mesru sayilabilecegi ve ne zaman temel haklarin

yasadist bi¢cimde ihlal edildigi sorusudur. Bu soru ozellikle, insan onuru ve mahremiyetin
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temel degerler olarak 6n plana c¢iktigi Avrupa Insan Haklari Hukuku cergevesinde biiyiik
onem tagimaktadir. Nitekim, mahremiyet ile insan onuru arasindaki denge, gereklilik ve
orantililik ilkelerinin uygulanmasi ve gdzetim faaliyetlerinin insan denetimine tabi olmasi gibi
boyutlar, gdzetimin mesruiyetini degerlendirmede kilit roller iistlenmektedir (Lissens, 2024,

Fikfak & Izvorova, 2022).

Normatif hak teorileri, gdzetimin ne zaman ve hangi kosullar altinda bireysel haklar1 hakl
olarak gecersiz kilabilecegini analiz etmek i¢in 6nemli bir ¢cergeve sunmaktadir. Bu baglamda
Dworkin, bireysel haklar1 (6rnegin gizlilik hakkini) kolektif hedeflerin iistiinde
konumlandirmakta ve ancak gercek bir acil durum disinda ihlal edilemezligini One
stirmektedir (Dworkin, 1977). Buna gore, gézetim uygulamalar1 ancak bagska bir temel hakki
korumak amaciyla ya da ger¢ekten olaganiistii bir durumda mesru olabilmekte, rutin bir kamu
refah1 ya da giivenlik gerekgesi gizlilik hakkim gegersiz kilmak igin yeterli olmamaktadir. Ote
yandan Rawls’in teorisi de benzer bigimde bireysel temel haklara 6zel bir 6ncelik tanimakta,
temel esit 6zgiirliikklerin sosyal ve ekonomik hedeflerin 6niinde yer aldigmi savunmaktadir
(Rawls, 1971/1999). Bu baglamda haklarin istiinliiglinlii esas alan anlayis, mahremiyet ve
ozgiirliklerin, kamu  giivenligi  gibi  kolektif = ¢ikarlar ~ ugruna  kolaylikla

smirlandirilamayacagini 6ne siirmektedir.

Normatif hak kuramlar1 perspektifinden bakildiginda, gézetimin hangi durumlarda bireysel
haklarin smirlanmasin1i mesru kilabilecegi tartismalidir. Bu konuda, o6zellikle 11 Eyliil
sonrasinda benimsenen giivenlik-merkezli politikalarin, haklar1 yalnizca giivenlik ugruna
degistirilebilir degiskenler olarak goérme egilimi elestirilmektedir. Bu elestirinin 6ziinde,
haklarin maliyet-fayda analizine indirgenmesi ve 6zgiirliik-giivenlik arasinda nicel bir denge
kurulabilecegi varsayiminin hem kavramsal hem de ahlaki a¢idan yaniltict oldugu, dolayisiyla
haklarin kendi basina tasidigi normatif Onceligin, aragsal gerekgelere indirgenmemesi
gerektigi vurgulanmaktadir (Waldron, 2010). Dolayisiyla bdyle bir yaklasim, haklarin
dogasinda var olan normatif iistiinliigli zayiflatmakta ve onlar1 pragmatik bir ¢ikar analizinin
unsuru haline getirmektedir. Bu baglamda 6zellikle temel medeni ve siyasal haklar, yalnizca
degisen faydaci hesaplamalara dayanarak Odiin verilemeyecek taahhiitlerdir. Buna gore
ozgiirliik ile giivenlik arasinda kayan bir 6l¢ek tahayyiilii, hangi haklarin kimin gilivenligi i¢in
feda edildigi sorusunu ya da Olciitiinii belirsizlestirmektedir (Waldron, 2010). Kisacast,
ozgiirliiklerin sosyal ve ekonomik hedeflerin 6niinde konumlandirilmasi, bu 6zgiirliiklerin
kamu yarar1 gerekgesiyle siradan bicimde feda edilemeyecegini, gdzetimin

mesrulagtirilabilmesi i¢in hak temelli ve ilkeli bir gerek¢enin zorunlu oldugunu ortaya
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koymaktadir. Boylelikle, gilivenlik tehditleri haklarin otomatik bigimde asinmasina neden

olmamalidir.

Anita L. Allen (2008)’m gizlilik etigine iliskin ¢aligmasi, gézetimin prima facie yani ilk
bakista ahlaki olarak yanlis oldugunu ortaya koyarak, hangi istisnai kosullar altinda mesru
goriilebilecegine dair daha incelikli bir normatif cer¢eve sunmaktadir. Allen’in ortaya
koydugu casusluk karsiti ilke, bireylerin kasitli bicimde gozetlenmesinin -gizlilik normlarini
ihlal ettigi ve cogunlukla aldatma veya gizliligin ihlali iizerine kurulu oldugu i¢in- dogasi
geregi etik dis1 oldugunu one siirlilmektedir. Bu onciil, gozetlemenin ahlaki bakimdan tarafsiz
bir yonetim araci degil, bireyin haysiyetine ve 6zerkligine igkin bir tehdit olusturdugunu
vurgulamaktadir. Bununla birlikte Allen, belirli istisnai durumlarda gézetlemenin etik agidan
kabul edilebilir, hatta zorunlu olabilecegini de kabul etmektedir. Bu durumlar, inkar
edilemeyecek Olciide iyi amaglar -6rnegin ciddi bir zararin 6nlenmesi- giidiildiigiinde ve daha
az midahaleci bir alternatifin mevcut olmadig: hallerde goriilmektedir. Bu yoniiyle Allen’in
yaklagimi, gozetimi hak temelli ve ilke odakli bir etik cergeveye yerlestirerek, onun
mesruiyetini orantililik, gereklilik ve insan onuruna saygi ilkeleriyle kosullandirmaktadir.
Dolayistyla, istisnai durumlarda dahi gozetleme pratiklerine kat1 ahlaki siirlamalarin
getirilmesi gerektigini 1srarla savunmaktadir. Bu baglamda tanimladig1 erdemli casus figiiri,
mahremiyete ancak ciddi bir isteksizlikle ve gozetlenen kisinin ahlaki iradesine saygi
gostererek miidahale eden, bu miidahaleyi ise zarar1 en aza indiren, Ol¢iilii ve 6zenli
yontemlerle gergeklestiren bir aktorli temsil etmektedir (Allen, 2008). Bu anlayisa gore, etik
olarak hakli gosterilebilecek her tiirlii gozetleme, en az miidahaleci araglari kullanmali,
yalnizca zorunlu olan hedefleri gozetmeli ve bireyin insan onuru ile 6zerkligine kosulsuz bir
sayg1 gostermelidir. Bu 0Ozellikle asagilayici, keyfi ya da asir1 miidahaleci yontemlerden
sistematik bicimde kacinmay1 gerektirmektedir. Dolayisiyla Allen’in normatif yaklagima,
gbzetimin mesruiyet sinirini belirleyen temel Olgiitiin insan onuru ve 6zerkligin korunmasi
oldugunu vurgulamaktadir. Zira gozetim, bireyleri yalnizca birer nesne ya da veri noktasina

indirgedigi anda -amac1 ne kadar iyi olursa olsun- etik sinirin 6tesine gegmis olacaktir.

Gorildiigii lizere bu teorisyenlerin ortak yaklasimi, gézetim olgusuna iliskin hak temelli bir
normatif varsayim ortaya koymaktadir. Gozetim, dogas1 geregi etik acidan siipheli bir eylem
olarak degerlendirilmektedir. Bu silipheyi ortadan kaldirmak i¢in kamu giivenligi ya da genel
cikar gibi soyut gerekgeler yeterli goriilmemektedir. Bunun yerine, yalnizca diger temel
haklarin korunmasina veya acil durumlarin yonetimine yonelik, agik¢a tanimlanmis ve ikna

edici etik gerekceler sunulmalidir. Bu nedenle, her tiirlii gizlilik ihlali dar kapsamli bir
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bicimde tanimlanmali ve siki ahlaki sinirlamalara tabi tutulmalidir. Bu normatif durus,
gdzetimin mesruiyetinin belirlenmesinde gizlilik, 6zgiirliik ve insan onuru gibi temel haklarin
belirleyici oldugu anlayisiyla ortiismektedir. Dolayisiyla, bu kriterleri karsilamayan her tiirlii
gbzetim uygulamasi, mesru bir glivenlik Onlemi degil, ag¢ik bi¢cimde hak ihlali olarak

degerlendirilmelidir.
Dijital Kapitalizm Caginda Mahremiyet ve insan Onuru

Insan onuru, dzerk, esit ve ahlaki degere sahip bir 6zne olarak, kurucu bir insan haklari ilkesi
olarak calismamizda ele alinmaktadir. Bu baglamda, Avrupa insan haklar1 sdylemi,
mahremiyetin insan onuruyla ayrilmaz bir bi¢cimde baglantili oldugunu vurgulamaktadir.
Ozellikle 20. yiizyiln totaliter rejimlerinin deneyimleri, kisisel verilerin kétiiye
kullanilmasinin insan onurunu dogrudan zedeleyebilecegini acik bicimde gostermistir. Nazi
Almanyasi’nin azinliklart izlemek, siniflandirmak ve yok etmek amaciyla veri sistemlerini
kullanmasi, gozetimin etik sinirlariin tarihsel olarak nasil agildigin1 somut bigimde ortaya
koymustur (Bygrave, 2014, Whitman, 2004). Bu tarihsel travmalarin ardindan olusturulan
Avrupa hukuk araclar1 -basta Alman Temel Yasasi (Grundgesetz, 1949) ve Avrupa Insan
Haklar1 Sézlesmesi (AIHS) olmak iizere- mahremiyetin korunmasini kasitli olarak insan
onuru kavramina dayali bir hak olarak yeniden tanimlamistir (ECHR, 1950, Article 8,
Grundgesetz, 1949, Article 1). Dolayisiyla bu yaklasim, bireylerin yalnizca devletin kontrol
nesnesi veya veri kaynagi olarak goriilmeksizin, kisiliklerini ve kimliklerini bagimsiz bi¢gimde
gelistirme hakkina sahip olmalar1 gerektigi anlamina gelmektedir. Boylelikle mahremiyet, salt
bir bilgi gizliligi meselesi olmaktan ¢ikarak, insan onurunu koruyan 6zgiir ve 6zerk varolusun

etik temeli haline gelmistir.

Avrupa’daki mahremiyet-onur iligkisi, Anglo-Amerikan yaklagimindan belirgin bicimde
ayrilmaktadir. Whitman’in (2004) ileri siirdiigli gibi, kita Avrupasi’nda mahremiyet
hukukunun kokeni esasen onur ve itibarin korunmasina dayanan bir tarihsel gelenekten
tiremistir. Buna karsin Amerikan yaklasimi, bireyin devlet miidahalesinden o6zgiirliigii
ilkesine dayanmaktadir. Bu ayrim, mahremiyetin Avrupa diislincesinde 6zel alanin gizliligi
disinda kisiligin, 6zsayginin ve sosyal taninmanin korunmasi olarak kavramsallastirildigini
gostermektedir. Bu baglamda Avrupa normatif perspektifinde gizlilik ihlalleri, dogrudan
kisiligin biitiinligiine ve insan onuruna aykir1 eylemler olarak degerlendirilmektedir. Siirekli
gozetim pratikleri -anlik zarar dogurmasa bile- bireyleri kalict bir maruz kalma, giigsiizliik ve

asagilanma konumuna yerlestirerek onurla bagdasmayan bir varolus bi¢cimine zorlayacaktir
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(Bygrave, 2014, De Hert & Gutwirth, 2006). Bu durum o6zellikle, bireylerin 06zel
iletisimlerinin, davraniglarinin veya hareketlerinin izlenmesi gibi uygulamalarda daha
belirgindir. Zira bu tiir eylemler bireyi varsayilan olarak siipheli konumuna indirgemekte ve
ozgiirce kendini ifade etme kapasitesini zayiflatmakta ve onurun gerektirdigi kisisel saygiy1
asindirmaktadir. Sonug¢ olarak, Avrupa insan haklar1 sdylemi, mahremiyet hakkini negatif
Ozgiirlik bi¢cimi olmanm oOtesinde insan onurunun kurucu unsuru olarak yeniden

tanimlamaktadir (ECHR, S. and Marper v. United Kingdom, 2008, para. 66).

Mahremiyet ile insan onuru arasindaki iliski, siklikla gerilimli bir degerler alani olarak
tartisilsa da Avrupa insan haklar1 hukukunda bu iki kavram birbirini karsilikli olarak
tamamlayan ve mesrulastiran hak ilkeleri biciminde kavramsallastirilmaktadir. Mahremiyetin
korunmasi, bireyin onurunu teyit etmenin ve kisisel biitiinliigiinii siirdlirmenin asli bir
yoludur. Bu ¢ercevede etik zorluk, mahremiyet ile onuru birbirine karsi dengelemekten
ziyade, her ikisini de giivenlik ve kamu yarar1 gibi diger toplumsal hedeflerle uzlagtirmaktir.
Bu baglamda, gozetim pratiklerinde onur kavraminin 6ne ¢ikarilmasi, sinirlama argiimanini
giiclendirir, ¢linkii bu vurgu, bireylerin her seyi goren bir devletin seffaf Gznelerine
indirgenmemesi gerektigini hatirlatir (Bygrave, 2014). Dolayisiyla, gozetim uygulamalar
mesru  sayilabilecek olsa dahi, bireylerin onurunu ortadan kaldiracak bi¢imde
yiiriitiilmemelidir. Ozellikle zalimane, asagilayici veya son derece kisisel miidahale igeren
yontemlerden kaginilmasi gerekmektedir. Nitekim AIHM, asir1 miidahaleci gozetleme
bicimlerini, 6zel hayata saygi hakki (ECHR, 1950, Article 8) kapsaminda kisisel biitiinliik ve
onur temelli ihlallerle iliskilendirmistir. Daha asir1 vakalarda ise, son derece asagilayici
gbzetim uygulamalari, bireyin insani 6zsaygisin1 zedeleyerek AIHS Madde 3 (insanlik disi
veya asagilayici muamele yasagl) kapsaminda degerlendirilmistir. Béylece AIHM,
mahremiyet ve onurun bir arada, insan kisiliginin Ozline iligkin normatif bir biitiinliik

olusturdugunu teyit etmistir.

Goriildigi iizere, onur merkezli bir etik anlayis, gozetim diizenlemelerinin kamu yarariin
yan1 sira bireyin Ozerklik ve esit Ozne statlisiine saygi ilkesine de uygun bigimde
siirlandirilmasint gerektirir. Boyle bir yaklasim, gozetimin mesruiyetinin amaglarinin ve
kullandig1 araglarin bireysel onur iizerindeki etkilerinin degerlendirilmesine bagli oldugunu
varsaymaktadir. Dolayisiyla herhangi bir mesru gézetim politikasi, bireysel onurun korunmasi
icin gerekli olan mahrem alani korudugunu, 6rnegin, mahrem Kkisisel verilerin toplanmasini
siirlayarak, bireyin seref ve itibarina saygi gostererek ve kisilerin utang verici ya da

asagilayici kosullarda izlenmesini Onleyerek gosterebilmelidir. Bu ¢ercevede, mahremiyetin
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insan onurunun korunmasiyla yakindan iligskili oldugu kabul edilmelidir. Giivenlik ile
mahremiyet arasinda sifir toplamli bir karsitlik kurmak, etik agidan yanilticidir, zira her iki
deger de Ozgiir ve haysiyetli bir yasam bi¢iminin Onkosullarini olusturur (Solove, 2007).
Sonug olarak, insan onurunu zedeleyen goézetim, ahlaki mesruiyetini kaybedecek: giivenligi
saglama iddiasi tasisa bile, bdyle bir sistem yasamaya deger bir toplumsal diizenin

korunmasina hizmet etmekten uzaklasacaktir.
Hukuki ve Normatif Perspektiften Gozetim: Gereklilik, Orantihlik ve Insan Denetimi

Avrupa insan haklar1 hukukunda, &zellikle AIHS 8. maddesi uyarinca, bireylerin 6zel
hayatina yonelik her tiirlii miidahale -gozetim uygulamalar1 dahil- yalnizca yasallik, mesru
amag, gereklilik ve orantililik kriterlerinin eszamanli bi¢cimde karsilanmasi halinde mesru
kabul edilmektedir (Harris vd., 2018). Bu iki temel ilke, demokratik bir toplumda haklarin
sinirlanmasinin keyfilikten korunmasi ve devlet miidahalesinin dl¢iiliiliigiiniin saglanmasi igin
normatif bir ¢erceve olusturmaktadir (Letwin, 2023). Bu baglamda gereklilik ilkesi, devletin
gozetim Onlemini yalnizca acil bir toplumsal ihtiya¢ durumunda uygulayabilecegini, yani soz
konusu amaca ulagmak i¢in daha az miidahaleci bir alternatif bulunmadigini gostermesi
gerektigini ongdrmektedir (Guida & Tozzi, 2020). Buna karsilik orantililik ilkesi, gdzetimin
bireyin mahremiyet hakkina miidahalesinin, elde edilmek istenen kamu yarariyla makul bir
denge icinde olmasini zorunlu kilmali ve miidahale, ulasilmak istenen amacla

karsilagtirildiginda agir1 bir yiik getirmemelidir.

AIHM igtihadinda bu ilkeler, gbzetim onlemlerinin mesruiyetini belirleyen baslica
degerlendirme araglar1 olarak yerlesmistir. Ornegin Roman Zakharov v. Russia kararinda
Mahkeme, kitlesel telefon dinleme rejimlerinin demokratik bir toplumda gerekli olabilmesi
icin yeterli denetim mekanizmalarina ve siirli hedefleme 6lgiitlerine sahip olmasi gerektigini
belirtmistir (ECHR, 2015, para. 232). Benzer bicimde, Szabo and Vissy v. Hungary kararinda,
ulusal giivenlik gerekgesiyle yiiriitiillen genis kapsamli izlemelerin orantililik kosulunu
kargilamadig1 sonucuna varilmistir (ECHR, 2016, para. 89). Dolayisiyla, Avrupa insan haklari
hukukunda gereklilik ve orantililik, gozetim politikalarinin yasalligin1 ve ahlaki mesruiyetini

de smirlandiran normatif ilkeler olarak islev gdrmektedir.

Bu ilkelerin uygulama diizeyinde yorumlanmasi, gdzetimin ultima ratio -yani son gare-
niteliginde olmasi gerektigi anlamima gelmektedir. Buna gore, gozetim yalnizca daha az
miidahaleci Onlemlerin yetersiz kaldigi, belirli ve oOlgiilebilir bir tehdidin mevcut oldugu

durumlarda kullanilmali ve bu tehdidin yogunlugu ve niteligiyle orantili bi¢imde
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sinirlandirilmalidir. Benzer sekilde, AB Adalet Divan1 (ABAD), AB Temel Haklar Sarti’nin
7. ve 8. maddelerini yorumlarken, gozetimin mesruiyetini gereklilik ve orantililik kriterleriyle
sik1 bigimde iliskilendirmistir. Digital Rights Ireland v Ireland ve Tele2 Sverige AB v Post-
och telestyrelsen kararlarinda Divan, ayrim gdzetmeyen, genel veri saklama rejimlerinin
bireylerin mahremiyetine ve veri koruma hakkina Olgiisiiz bicimde miidahale ettigine
hilkkmetmis ve bu tir uygulamalar gergek gereklilik ve orantililik ilkelerinden yoksun
olduklar gerekgesiyle gecersiz kilmistir (CJEU, 2014, paras. 54—69, CJEU, 2016, paras. 99—
107). Bu igtihatlar, gdzetimin mesru sayilabilmesi i¢in yasal temele ve siki normatif
gerekcelendirmeye ve birey-merkezli bir siirlandirma rejimine dayanmasi gerektigini teyit
etmektedir. Gorildigl lizere ABAD igtihadi, genis kapsamli ve ayrim gdzetmeyen veri
toplama uygulamalarinin, bireylerin 6zel yasamina yonelik agir bir miidahale teskil ettigini
acik bigimde ortaya koymaktadir. Dolayisiyla, bu tiir kapsamli veri saklama onlemlerinin
yalnizca esit derecede ciddi tehditlerle -6rnegin organize su¢ veya terdrizmle miicadele gibi-
hakli gosterilebilecegini ancak, soyut, genel veya varsayimsal risklerin bu Ol¢iide bir

miidahaleyi mesrulastiramayacagini vurgulamaistir.

Gereklilik ve orantililik ilkelerinin uygulanmasi, devletlerin gozetim faaliyetlerini her bir
vaka icin ayr1 ayn siirekli bicimde gerek¢elendirmesini zorunlu kilmaktadir. Genis kapsaml
genel yetkilendirmeler veya siiresiz  kitlesel izleme wuygulamalar1 bu ilkelerle
bagdasmamaktadir. Bunun yerine gozetim, belirli bir amaca yonelik, 6l¢iilii ve zamanla sinirlt
sekilde kullamilmalidir. AIHM’nin birgok kararinda vurgulandigi gibi, demokratik bir
toplumda alinan onlemler yararli olmasinin yam sira kesinlikle gerekli olmasi baglaminda
anlamli olmaktadir.  Dolayisiyla gereklilik ve orantililik ilkesi, ayni amaca daha az
miidahaleci araglarla ulagiliyorsa daha kapsamli 6nlemlerin dl¢iisiiz sayilacagi anlamina gelir.
Ornegin, tiim vatandaslarin iletisim verilerini siiresiz bicimde saklamak yerine yalnizca makul
sliphe altindaki kisilerin iletisimlerinin izlenmesi hem daha dar kapsamli hem de temel
haklara daha saygili bir yaklasim benimsenmelidir. Bu yaklasim, devletleri ayrim gozetmeyen
kitlesel gozetimden uzaklagtirarak hedefli ve baglama duyarli gdzetim yontemlerini
benimsemeye yonelten normatif bir tegvik yaratacaktir. Dahasi gereklilik ve orantililik ilkeleri
diizenli denetimi de zorunlu kilmakta, ani bir tehdit veya olaganiistii durum sirasinda gerekli
goriilen bir gozetim tedbiri, tehdit ortadan kalktiginda artik gerekgesini yitirebilmektedir. Bu
nedenle gozetim yetkilendirmeleri belirli siirelerle sinirlanmali, devam edecekse yeni bir

gerekcelendirme silirecinden gegmelidir. Avrupa hukuk literatiirlinde bu anlayis, hukukun
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teknolojik doniislime uyum saglayarak insan onuru, hesap verebilirlik ve demokratik denetim

ilkelerini koruma c¢abasinin bir pargasi olarak degerlendirilmektedir.

Kisacasi gereklilik ve orantililik ilkeleri, temel haklarin en 6nemli giivenceleri arasinda yer
alarak, demokratik bir toplumda goézetim faaliyetlerinin korumay1 amagladig1 ozgiirliikleri
ortadan kaldirmamasin1 saglamaktadir. Araglarla amaclar arasinda makul bir oranti
kurulmasin1 ve haklara yalnizca zorunlu oldugu 6lciide miidahale edilmesini sart kosarak, bu
ilkeler giivenlik politikalarinin 6zgiir, adil ve onurlu bir toplum diizeniyle bagdasabilir
kalmasin1 teminat altina almaktadir. Nitekim akademik literatiirde de vurgulandig: iizere,
giivenlik ile mahremiyeti karsit kutuplar seklinde konumlandirmak yanlis bir ikilemdir, ¢iinkii
giivenligin mesru bir bigimde saglanabilmesi, mahremiyetin 6zlinii olusturan iki temel degere
-bireysel Ozerklik ve keyfi miidahalelere karsi korunma hakkina- saygi gosterilmesine
baglidir. Dolayisiyla yalnizca gerekli ve orantili nitelik tasiyan gézetim uygulamalar1 hukuken
ve etik olarak mesru sayilmali ve bu 6l¢iitleri karsilamayan her tiirlii gézetim faaliyeti ise hak

ihlali olarak degerlendirilmelidir.

Normatif kuram ve hukuk doktrininde siirekli vurgulanan bir tema, goézetim
mekanizmalarinda insan gozetiminin normatif zorunlulugudur. Insan gozetimi, o&zellikle
dijital cagin otomatik, Ozerk ve ¢ogu zaman seffaf olmayan izleme teknolojilerinin
yayginlastigi bir baglamda, hukukun {stiinliigii, hesap verebilirlik ve temel haklarin
korunmasi agisindan merkezi bir konuma sahiptir. Bu kavram, gozetim faaliyetlerinin
yalnizca teknik siireglere veya algoritmik yapilara birakilmamasi, aksine demokratik
mesruiyet ve etik sorumluluk ilkeleri dogrultusunda, yetkilendirilmis bireyler veya kurumsal
aktorler tarafindan siirekli denetlenmesi gerekliligini ifade etmektedir (Green, 2022).
Dolayistyla, yliz tanima gibi algoritmik gdzetim teknolojilerinin uygulanmasindan &nce
yetkili kurumlarca hazirlanacak etki degerlendirme raporlarinin kamu denetimine agilmasi,

insan karar vericilerin siirece dahil edilmesi gerekmektedir.

Bu cer¢evede insan gozetimi, diizenleyici kurumlar, bagimsiz denetim organlar1 veya yargisal
otoriteler gibi hesap verebilir mercilerin, gézetim uygulamalarinin amag, kapsam ve araclari
tizerinde siireklilik arz eden bir kontrol mekanizmasi kurmasini gerektirmektedir. Boyle bir
denetim, hem bireylerin 6zel hayatinin gizliligini ve ifade 6zglirliigiinii korurken hem de
devletin gdzetim yetkisinin keyfilesmesini onleyerek hukuk devletinin normatif siirlarmni
giiclendirmektedir (Sterz et al., 2024). Dolayistyla, insan gozetimi teknik bir giivenlik 6nlemi

olmanin Otesinde demokratik yoOnetisimin ve insan onuruna dayali hukuki diizenin
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vazgecilmez bir unsuru olmaktadir. Bu yaklagim hem hukuki mesruiyet hem de demokratik
denetim agisindan kritik bir Oonem tagimakta ve insan gozetimi ve Ozgiirliik boyutu
baglaminda denetimsiz gozetim yetkilerinin bireysel 6zgiirlik icin ciddi bir tehdit
olusturdugunu kabul etmektedir. Bu nedenle 6zgiirliigiin korunmasi, gézetim siireglerinin her
asamasinda bilingli insan yargisina, seffaf isleyise ve bagimsiz dis denetim mekanizmalarina

tabi kilinmasini gerektirmektedir.

Normatif bir perspektiften bakildiginda, insan denetimi bireysel 6zgiirliiklerin korunmasi ve
devletin gozetim yetkisinin siirlandirilmasi agisindan temel bir gilivence islevi goriir. Bu
cercevede, Dworkin’in haklarin yalmizca diger haklara veya olaganiistii durumlara tabi
olabilecegi yoniindeki yaklagimi, 6zgiirliiklerin sinirlanmasinin ancak istisnai ve rasyonel
gerekeelere dayanabilecegini vurgular (Dworkin, 1977). Dolayisiyla, bir gézetim 6nleminin
mesru kabul edilebilmesi i¢in, bireysel haklara yapilan miidahalenin kamu yarartyla kurdugu
denge, yalnizca teknik kurumlar tarafindan degil, ayn1 zamanda bagimsiz ve tarafsiz insan

aktorleri tarafindan da normatif bir degerlendirmeye tabi tutulmalidir.
Sonug¢ ve Degerlendirmeler

Bu calisma, dijital kapitalizm ¢aginda yapay zeka destekli gozetim teknolojilerinin insan
haklar1 iizerindeki etkilerini kuramsal ve hukuki bir ¢er¢evede degerlendirmistir. Ozellikle
mahremiyet, ifade 6zglirliigli ve insan onuru gibi temel haklarin, yapay zeka teknolojilerinin
yayginlastig1 bir dijital altyapi i¢inde nasil yeniden tanimlandigini ve kimi zaman tehdit altina
girdigini ortaya koymustur. Dijital gézetim sistemlerinin teknik bir meselenin Gtesinde etik,
hukuki ve siyasal bir sorun oldugu sonucuna varilmistir. Dolayisiyla, gereklilik, orantililik ve
insan denetimi ilkeleri, dijital gozetimin mesruiyetinin saglanmasinda temel normatif
dayanaklar olarak tanimlanmistir. Mahremiyet hakki, bireysel bir 6zgiirliik olmanin disinda
demokratik toplumun temel tasi olan insan onurunun korunmasi bakimindan da vazgecilmez
bir ilkedir. Bununla birlikte ¢aligmanin ortaya koydugu en énemli bulgulardan biri, mevcut
hukuk diizenlerinin hizli dijital doniisiim karsisinda yetersiz kalmasidir. Ayrica hesap
verebilirlik bosluklarinin giderek artmasi ve algoritmik karar sistemlerinin seffaflik ilkesinin
zayiflamasidir. Dijital gdzetim, yalnizca yasal normlarla degil, ayn1 zamanda teknolojik
tasarimlarla da sekillenmektedir. Dolayisiyla mahremiyetin ve 6zgiirliigiin korunmasi, hukuk

ve teknolojinin birlikte yeniden insasin1 gerektirmektedir.

Bu baglamda, algoritmalarin ve veri isleme sistemlerinin, tasarim asamasindan itibaren temel

haklara duyarli bir sekilde yapilandirilmasi, varsayilan gizlilik ve kullanici 6zerkligi
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ilkelerinin kod mimarisine entegre edilmesi gerekmektedir. Ozellikle yiiksek risk tasiyan
yapay zekd uygulamalarinda, algoritmalarin isleyisine dair seffaflik saglanmali,
degerlendirmeler kamuya acik hale getirilmelidir. Gozetim faaliyetleri teknik sistemlerin yani
sira bagimsiz kurumlar ve insan aktorler tarafindan siirekli denetime tabi tutulmalidir.
Bireylerin veriler tizerindeki kontroliinii artiracak sekilde dijital egemenlik ilkesi
gelistirilmelidir. Yapay zeka ve gozetim teknolojilerinin sinir asan niteligi géz Oniinde
bulunduruldugunda, uluslararasi hukukta koordineli diizenlemelerin yapilmasi, dijital haklarin
evrensel insan haklar1 ¢ergevesinde yeniden tanimlanmasi ve toplumun dijital haklar,
algoritmik karar alma ve veri giivenligi konusunda bilinglendirilmesi, o6zellikle geng

kusaklarin dijital yurttaglhk bilinciyle donatilmas1 gerekmektedir.

Sonug olarak, dijital kapitalizmin gozetim manti§ina kars1 insan haklarin1 korumak, teknik
diizenlemelerle tek basina yeterli goriilmemektedir. Daha derin etik, normatif ve yapisal
miidahaleler gerekmektedir. Bu miidahaleler, mahremiyet ve ifade ozgiirliigii gibi temel
haklarin demokratik toplum diizeninin devamliliginin teminati oldugu diisiincesiyle
yapilmalidir. Bu baglamda, insan onurunu merkeze alan ve teknolojik tasarimlari hukuki

normlarla biitiinlestiren yeni bir dijital haklar rejimi insa edilmelidir.
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Ozet

Bu calisma, yapay zekanin kiiresel glivenlik mimarisi iizerindeki yapisal etkilerini ve gii¢
dagilimmi doniistirme mekanizmalarint incelemektedir. Mevcut literatiirde YZ’nin tirettigi
nedensel zincirlerin ve kurumsal basincin yeterince agiklanamamasi temel arastirma
problemini olusturur. Makale, YZ’yi tekil bir ara¢ yerine; hesaplama giicii (compute)
yogunlagmasi, operasyonel hiz ve modiiler yonetisim iizerinden igleyen bir “carpan teknoloji”
olarak tanimlar. Aragtirmada kuram giidiimlii nitel bir tasarim benimsenmis; yapilandirilmig
belge analizi ve siire¢ izleme mantigina dayali mekanizma temelli akil yiiritme yoluyla,
giivenlik mimarisinin normatif, kurumsal ve operasyonel katmanlarinda ortaya ¢ikan basinglar

ile uyum/gerilim dinamikleri izlenmistir.

Bulgular, YZ’nin karar alma dongiilerini sikistirdigint ve komuta-kontrol siire¢lerini
doniistlirdiigiinii gostermektedir. Ancak bu teknolojik carpanin etkisi homojen degildir.
Hesaplama giictl, ileri ¢ip iiretimi ve veri merkezleri tizerindeki kontrol, devletler arasinda sert
bir hiyerarsi iiretmektedir. Gii¢ rekabeti artik model performansindan ziyade altyapisal
iistiinliik ve kritik girdiler lizerinde denetim miicadelesine donilismiistiir. Bu doniisiim; BM,
NATO ve silah kontrol rejimleri gibi ¢ok katmanli yapilar {lizerinde yapisal bir baski
olusturmaktadir. Bulgular; evrensel rejimlerin tikandigi mevcut kosullarda, teknik standartlar
ve ittifak ici diizenlemeleri kapsayan modiiler araglarin risk azaltimi i¢in daha uygulanabilir

bir yonetigim hatt1 sunduguna isaret etmektedir.

Anahtar Kelimeler: Yapay zeka ve kiiresel glic dagilimi, Kiiresel gilivenlik mimarisi,

Stratejik istikrar ve tirmanma riski, Hesaplama giicii yogunlagmasi
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ARTIFICIAL INTELLIGENCE AND GLOBAL SECURITY ARCHITECTURE:
MECHANISMS OF POWER DISTRIBUTION AND STRUCTURAL
TRANSFORMATION

Abstract

This study examines the structural impact of artificial intelligence (AI) on the global security
architecture and the mechanisms transforming the distribution of power. The core research
problem is the lack of a clear causal chain explaining how Al-driven shifts exert pressure on
norms, institutions, and operational tools. This article conceptualizes Al not as a singular
capability but as a “multiplier technology” that redefines power competition through compute
concentration, operational speed, and modular governance. Adopting a theory-driven
qualitative design, the research utilizes structured document analysis and mechanism-based
reasoning to trace structural pressures across the normative, institutional, and operational

layers of the security architecture.

The findings indicate that AI compresses decision cycles and reshapes command-and-control
and intelligence processes. However, the impact of this multiplier is not distributed uniformly.
Concentration in computing power, advanced chips, and data centers produces a rigid
strategic hierarchy. Consequently, power competition has evolved into an infrastructural
struggle over critical inputs and the control of enabling infrastructures. This shift exerts
structural pressure on the multi-layered security architecture, including the UN-centered
collective security system, NATO, and arms control regimes. Given the deadlock in universal
regimes caused by great power rivalry, the findings suggest that modular regulatory tools—
such as technical standards and alliance-based arrangements—offer a more viable pathway for

risk mitigation and governance.

Keywords: Artificial Intelligence and Global Power Distribution, Global Security

Architecture, Strategic Stability and Escalation Risk, Compute Concentration
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Giris

Yapay zeka (YZ) bilimkurgu filmlerinin neredeyse yarim asirdir kullandig1 objelerden biriydi.
Sinemanin iyi veya kotii sanal karakteri, son on yildir devletlerin ve insanlarin hayatina giren
cok dnemli bir karaktere evrildi. Bugiin YZ sadece sinemanin bir karakterinden 6tede, giinliik
yasamin 6nemli bir parcgasi haline geldi. Bireysel hayatta bu kadar alan kaplayan bir unsurun
devletlere etkisi de kaginilmazdi. Ancak bu etki, on yil 6nce konusulan ve tartisilanlardan ¢ok
daha biiyiik ve asimetrikti. Bu etki kuramsal a¢idan da pratikler agisindan da yikici ve yeniden

insa edici boyutlar tasimaktadir.

YZ, devletlerin goreli gli¢ kazanimi arayisini hizlandirarak veri, hesaplama kapasitesi
(compute) ve kritik altyapr lizerindeki yogunlagmayi stratejik iistiinliigiin yeni dgelerine
doniistiirmekte ve uluslararasi esitsizligi sert bir hiyerarsi seklinde yeniden iiretmektedir.
Ayrica karar siireglerine asimetrik katilim ve diizenleme kapasitesindeki ugurumlar,
teknolojik yoOnetisimi bazi aktorlerin lehine kurumsal bir esitsizlik mekanizmasina
cevirmektedir. YZ ekosisteminin kiiresel sermaye, platform giicli ve bilgi tekelleri etrafinda
orgiitlenmesi, uluslararas: iliskilerde esitsizligi yalnizca bir sonug¢ olarak degil; liretim ve

denetim iliskileri i¢inde siireklilesen yapisal bir tahakkiim bi¢imi olarak da goriiniir kilmistir.

Uluslararasi sistem, tarih boyunca teknolojik doniisiimlerin yarattig1 yapisal etkilerle defalarca
yeniden sekillenmistir. Sanayi Devrimi, buhar giicili, elektrik ve niikleer teknoloji; gii¢
dengelerini donlistiirerek devletler arasindaki hiyerarsiyi derinden etkilemistir. YZ

giintimiizde benzer bir doniisiime onciiliik eden teknolojidir.

YZ, devletlerin ekonomik kapasitesinden askeri yeteneklerine, toplumsal yapisindan bilgi
isleme kabiliyetine kadar uzanan genis bir alanda yeni gii¢ parametreleri iiretmektedir.
Akademik literatlir, YZ’nin uluslararasi rekabeti yeniden tanimladigini vurgulamaktadir
(Horowitz, 2018; Johnson, 2019a; Sastry vd., 2024). Bu doniisiim siireci, yalnizca askeri
kapasite artisiyla sinirli degildir. Rekabet; karar dongiilerinin hizlanmasi ve komuta-kontrol
sistemlerinin donilisiimii iizerinden sekillenmektedir. Ayrica altyapisal yogunlagma, bu yeni
giic miicadelesinin temel belirleyicilerinden biri olarak 6ne g¢ikmaktadir (Horowitz, 2018;

Johnson, 2019a; Sastry vd., 2024).

Bu ¢aligmada YZ’nin kiiresel gii¢ dagilimin1 nasil dontistiirdiigii ve kiiresel gii¢ ve giivenlik

mimarisine etkisi ele alinacaktir. Bu ¢alisma, YZ’nin kiiresel glic dagilimimi doniistiiren
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mekanizmalarin1 kuramsal bir ¢ercevede belirlemeyi amaglamaktadir. Bu mekanizmalarin
kiiresel giivenlik mimarisinin normatif, kurumsal ve operasyonel katmanlarindaki etkileri,

stire¢ izleme ve yapilandirilmig belge analizi yontemleriyle analiz edilmektedir.

Bu ¢alisma, YZ’nin kiiresel gli¢ dagilimimi hangi yapisal kanallar {izerinden doniistiirdiiglini
sorunsallagtirmaktadir. Arastirmanin temel odagi, bu doniisiimiin kiiresel giivenlik mimarisi
tizerinde {Urettigi dinamikleri analiz etmektir. Bu baglamda, YZ'nin mimarideki farklh
katmanlarda ne tiir uyum ve gerilimlere yol actig1 incelenmektedir. Analitik ¢erceve; BM
merkezli kolektif giivenlik sistemi, bolgesel diizenlemeler ve silahlarin kontrolii rejimlerini
kapsamaktadir. Ayrica uluslararasi insancil hukuk ve ceza adaleti mekanizmalari da
calismanin kapsamina dahil edilmistir. Calisma, YZ’yi tekil bir kapasite artisindan ziyade;
karar  dongiilerini  sikigtiran,  bilgi  isleme maliyetlerini  diisiiren ve komuta-

kontrol/istihbarat/hedefleme siire¢lerini doniistiiren bir “carpan teknoloji” olarak ele alir.
(Calismanin arastirma sorusu, birbirini tamamlayan ii¢ temel hipotez iizerinden sinanmaktadir.

IIk hipotez, YZ kapasitesinin fiziksel altyapidaki yogunlasmasma odaklanmaktadir. ileri
diizey cipler, bulut sistemleri ve veri merkezleri bu kapasitenin temel bilesenleridir.
Giiniimiizde gii¢ rekabeti, model performansindan ziyade bu kritik girdilerin ve hesaplama
giicii akiglarinin  kontroliine kaymaktadir. S6z konusu egilim, uluslararas1 sistemdeki

hiyerarsik yogunlagsmay1 derinlestiren temel bir unsurdur.

Ikinci hipotez, YZ’nin karar alma siireclerindeki hiz ve otomasyon etkisini ele almaktadir.
Daralan karar stireleri, kriz yonetiminde yanlis anlama ve hatali hesaplama riskini belirgin
sekilde artirmaktadir. Ozellikle YZ-siber etkilesimi, komuta-kontrol siireglerinde tirmanma

riskini tetikleyerek stratejik istikrar iizerinde ciddi bir baski olusturmaktadir.

Ucgiincii hipotez, kiiresel yonetisim mekanizmalarindaki yapisal déniisiimii incelemektedir.
Biiyiik gii¢ rekabeti ve mevcut kurumsal tikanikliklar, baglayici evrensel rejimlerin ingasini
giderek zorlastirmaktadir. Bu siiregte giivenlik yonetisimi, daha kademeli ve modiiler araglara
evrilmektedir. Teknik standartlar, ittifak ici diizenlemeler ve tedarik zinciri tizerinden kurulan

fiili uyum baskilari, bu yeni donemin temel yonetisim enstriimanlaridir.

Bu c¢alisma, metodolojik olarak kuram gilidiimlii nitel bir aragtirma tasarimi {izerine insa
edilmigtir. Arastirmada birbirini tamamlayan iki temel teknik kullanilmaktadir. Bunlar;
yapilandirilmis belge analizi ve siireg-izleme (process tracing) mantigina dayali nedensel akil

yiiriitmedir (Bowen, 2009; Beach & Pedersen, 2019; Bennett & Checkel, 2015).
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Yapilandirilmig belge analizi, kiiresel giivenlik mimarisinin normatif ve kurumsal metinlerine
odaklanir. Bu asamada; YZ’ye iliskin risk tanimlari, diizenleme tercihleri ve Onerilen

yoOnetisim araglar sistematik olarak ayristirilmaktadir (Bowen, 2009).

Siire¢-izleme mantig ise teorik mekanizmalar ile ampirik ¢iktilar arasindaki nedensel baglari
degerlendirir. Ornegin; hesaplama giicii yogunlasmasi veya otomasyon hizi gibi
mekanizmalarin, stratejik istikrar ve yonetisimde parcalanma gibi sonuglarla tutarlilig1 analiz

edilmektedir (Beach & Pedersen, 2019; Bennett & Checkel, 2015).

Aragtirmanin veri seti genis bir yelpazeye dayanmaktadir. Resmi kurum metinleri ve politika
belgeleri birincil kaynaklar1 olustururken; hakemli literatlir ve arastirma raporlar ikincil

kaynaklar olarak kullanilmaktadir.

Arastirmanin yontemsel gegerliligi iic temel dayanak {izerine insa edilmistir. Bu siireg;
kavramlarin operasyonel olarak tanimlanmasini, veri setinin seffaf sinirlandirilmasini ve
bulgularin literatiirle liggenlenmesini (triangulation) kapsamaktadir (Bowen, 2009; Beach &

Pedersen, 2019).

Makalenin temel argiimani belirli bir analitik zincir dogrultusunda ilerlemektedir. Ilk
asamada, YZ’nin gii¢ dagilimin1 doniistiiren temel mekanizmalar1 kavramsal diizeyde
belirlenmektedir. Bu kapsamda hesaplama giicii yogunlasmasi, otomasyon hizi ve ag
merkeziligi gibi unsurlar analiz edilmektedir. Ikinci asamada, bu mekanizmalarin kiiresel
giivenlik mimarisi {izerinde yarattigi baskilar sistematik olarak izlenmektedir. Analiz;
mimarinin normatif, kurumsal ve operasyonel katmanlarinda yogunlagsmaktadir. Bu siiregte
stratejik istikrar, hukuki uyum ve yonetisimde pargalanma gibi temel sorunlar ele
alinmaktadir. Son asamada ise baglayici rejimlerin smirlart ve modiiler diizenleme
seceneklerinin uygulanabilirligi tartisilmaktadir. S6z konusu tartisma, biiytlik giic rekabeti ve
mevcut kurumsal tikanikliklar ekseninde yiiriitiilmektedir. Bu kurgu, ¢aligmadaki tiim kavram
ve bulgulart hipotezlerin 6ngdrdiigii mekanizma-sonug iliskisi i¢inde konumlandirmay1

amaglamaktadir.

Bu makalenin 6zgiin katkis1, YZ’yi yalnizca yeni bir askeri kapasite artig1 olarak degil; bulut
altyapisi, ileri ¢ipler ve yiiksek Olcekli veri-merkezleri iizerinden sekillenen bir “altyapisal
carpan” olarak kavramsallastirmasinda yatmaktadir. Bu gercevede “hesaplama kapasitesi
egemenligi”, bir aktoriin yliksek performansh hesaplama kaynaklarina (ileri yar iletkenler,

bulut ve veri merkezi kapasitesi, kritik tedarik zincirleri) erisimi kontrol etme ve bu
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kaynaklar1 stratejik amaglar dogrultusunda yonlendirme yetenegini ifade eder. Dolayisiyla YZ
rekabeti, model yetenegi kadar, bu yetenegi miimkiin kilan altyapinin yogunlasmasi ve bogaz
noktalarinin yonetimi tizerinden de gii¢ dagilimini yeniden iiretmektedir (Farrell & Newman,
2019; Hawkins vd., 2025; U.S. Department of Commerce, Bureau of Industry and Security,
2023).

Literatiire katki ¢ diizlemde yapilandirilmistir.  Birincisi, giic tartismasini  salt
“platform/algoritma” rekabeti diizeyinde birakmak yerine, YZ’nin iiretim ve kullanim
kosullarin1 belirleyen altyapi-asimetriyi (hesaplama kapasitesi yogunlagsmasi) giiciin yapisal
bir bileseni olarak gériiniir kilar (Horowitz, 2018; Johnson, 2019a). Ikincisi, bu altyapisal
doniistimiin kiiresel glivenlik mimarisinin normatif, kurumsal ve operasyonel katmanlarinda
nasil bir basing iirettigini mekanizma-temelli bir argiiman zinciri icinde esler. Uciinciisii,
baglayici rejimlerin tikanikliklarini dikkate alarak, risk azaltimi ve uyum i¢in “modiiler

diizenleme” yaklasimini pratik bir yonetisim alternatifi olarak tartisir.

Bu caligma, kuram giidiimlii nitel bir aragtirma tasarimi ¢ercevesinde, yapilandirilmig belge
analizi ve siire¢-izleme mantifiyla mekanizma-temelli bir degerlendirme yiirtitmektedir
(Bowen, 2009; Beach & Pedersen, 2019; Bennett & Checkel, 2015). Dolayisiyla amag,
YZ’nin etkilerini tekil bir vaka {izerinden nedensel olarak “6l¢mekten” ziyade; literatiirde
daginik halde bulunan nedensel kanallar1 tutarli bir analitik zincire baglamak ve bu zincirin

giivenlik mimarisinin katmanlarina nasil yansidigimi gostermekti.

Ampirik kapsam, baslica uluslararasi orgiit belgeleri, strateji dokiimanlari, diizenleyici
metinler ve alan raporlar1 gibi acik kaynak metinlere dayanmaktadir. Bu tercih, bulgularin
genellenebilirligini istatistiksel bir temsilden degil; kaynak cesitliligi, kavramsal tutarlilik ve
mekanizma-¢ikti eslemesinin izlenebilirliginden tiiretir. Bu nedenle ¢alisma, firma diizeyinde
performans kiyaslari, model degerlendirme metrikleri veya ayrmtili teknik dogrulama

analizleri sunmamaktadir.

Siber alan bu makalede bagimsiz bir alt disiplin veya “siber gli¢/siber diizen” literatiiriiniin
basli basina bir inceleme alani olarak ele alinmamaktadir. Bunun yerine siber alan, YZ nin
hiz, otomasyon ve bilgi biitlinliigl tizerindeki etkilerinin somutlastig1 bir uygulama diizlemi
olarak konumlandirilir ve YZ-siber etkilesimi stratejik istikrar ve bilgi gilivenligi baglaminda
tartisilir (Johnson, 2019b). Bu sinirlama, ¢alismanin analitik odagini YZ’nin kiiresel giivenlik
mimarisinin katmanlarinda irettigi yapisal basinglara yogunlastirmak ve siber alani bu

basinglarin goriiniirlestigi mekanizmalardan biri olarak ele almak amaciyla tercih edilmistir.
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Son olarak, ¢alisma 6ngorii (forecasting) iddias1 tasimaz; belirli bir iilke veya bolgeye iliskin
ayrintili alan incelemesi yerine, biiyiikk giic rekabeti baglaminda ortaya cikan genel
mekanizmalar1 ve yonetisim segeneklerini tartisir. Bu nedenle vaka dislamalari (6r. tekil savas
alan1 uygulamalar1 veya kapal1 veri setlerine dayali degerlendirmeler) bilingli bir tercih olup,

makalenin kapsamini kavramsal biitiinliik i¢inde sinirlamay1 hedefler.
Giiciin Dogasi, Degisim ve Doniistiiriicii Mekanizmalar

Bu boliim, arastirmanin bagimsiz degiskenini insa etmektedir. YZ’nin gii¢ iiretimini
doniistiirme siiregleri bu kisimda tanimlanmaktadir. Ozellikle birinci ve ikinci hipotezlerde
(H1 ve H2) ongoriilen mekanizmalar kavramsal olarak temellendirilmektedir. Bu sayede,
kiiresel giivenlik mimarisi ilizerindeki baski noktalari analitik olarak netlestirilmektedir.
Analiz, teknolojik doniisiimiin kurumsal yapilar iizerindeki etkisini anlamay1 kolaylastiran bir

cerceve sunmaktadir.

Uluslararas: iliskiler literatiirlinde gii¢, uzun siire askeri kapasite, ekonomik biiyiikliikk ve
teknolojik iiretim giiciiyle 6l¢iilmiistiir. YZ bu olgiitleri ortadan kaldirmaktan ziyade, onlari
yeniden isleyen bir ara katman {iretir ve bunlarin etkinligini artiran/azaltan bir ¢arpan islevi
goriir. Karar alma dongiilerini sikistirir, bilgi iiretim maliyetlerini disiiriir, iiretimde
otomasyon imkanlarin1 genisletir ve giivenlik alaninda hedefleme-istihbarat-komuta-kontrol

stireglerini doniistiiriir (Horowitz, 2018).

YZ’nin kiiresel gii¢c dagilimi iizerindeki doniistiiriicii etkisini belirgin kilan temel dinamik, bu
teknolojinin homojen bir yayilim sergilememesidir. Aksine YZ ekosistemi; ileri nesil ¢ipler,
bulut altyapisi, yliksek kapasiteli veri merkezleri, arastirma ekosistemleri ve norm belirleyici
kurumlar gibi stratejik odak noktalarinda yogunlagsma egilimi gostermektedir. Bu yapisal
yogunlagsma merkezinde iizerine odaklanilmasi gereken soru sudur: YZ, kiiresel giic
dagilimimi hangi yapisal kanallar lizerinden doniistiirmekte ve bu siire¢ hangi aktorler lehine

asimetrik bir giic yogunlagmasi tiretmektedir?

Bu sorunsalin aciliyeti birbiriyle kesisen iki egilimin yarattig1 gerilimden dogmaktadir. 11k
egilim, hesaplama giicii talebindeki artisin endiistriyel yogunlasmay1 hizlandirmasidir. ileri
seviye YZ modellerinde hesaplama giicii ihtiyact hizla artarken, model gelistirme
kapasitesinin biiyiik olgiide 6zel sektdr odakli hale gelmesi dikkat cekicidir. Stanford Al
Index 2025 raporu, 2024 yili itibariyla en 6ne ¢ikan modellerin ezici ¢ogunlugunun enddistri

kaynakli olduguna isaret etmektedir (Maslej vd., 2025). ikinci egilim ise jeopolitik rekabet ve
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dislayici erigim rejimleridir. YZ iiretim zincirinin temel girdilerine (ileri seviye yari iletkenler
ve liretim ekipmanlari) erisimin bir ulusal glivenlik ve stratejik rekabet unsuruna doniismesi;
ihracat kontrolleri vasitasiyla hesaplama ekosisteminin bir kisitlama ve diglama alanina

evrilmesidir (U.S. Department of Commerce, Bureau of Industry and Security, 2023).

Bu iki egilim birlikte okundugunda, YZ’de rekabet avantajinin salt yenilikgilikten ibaret
olmadigi; sermaye yogun altyapi, tedarik zinciri bogazlar1 ve erisim rejimleriyle sekillenen
daha sert bir hiyerarsi iirettigi goriiliir. Dolayisiyla glic miicadelesi, model performansinin
Otesinde, hesaplama giicii akislarinin kontrolii ve kritik girdilere erisim {izerinden

kurumsallagsmaktadir.

YZ’nin ileri seviye modellerinde rekabet avantaji; yiiksek dl¢ekli veri merkezleri, hizlandirici
cipler ve bulut altyapis1 gibi sermaye yogun girdilere dayanir. Hesaplama giicii yonetigimi
cergevesi, bu girdinin yogunlasmis tedarik zinciri nedeniyle merkezi aktorlere yapisal avantaj
sagladigini ve devletlerin hesaplama giicli akislarini politika araglariyla etkileyebilecegini
belirtir (Sastry vd., 2024). Bu tartismay1 somutlayan hesaplama giicii egemenligi literatiiri,
hesaplama giiciinlin yalnizca miktar degil, miilkiyet ve denetim boyutlarini da 6ne ¢ikarir.
Bazi1 akademisyenler hesaplama giicli egemenligini; (1) lilke sinirlari i¢indeki hesaplama giicii
kapasitesi, (ii) bu kapasiteye sahip bulut sirketlerinin milliyeti/miilkiyeti, (ii1) hizlandiric1 ¢ip
ekosisteminin mengei gibi ii¢ diizeyde ayristirir ve kiiresel bulut pazarmin biiyiik kismini
temsil eden baskin saglayicilar {izerinden ampirik bir okuma Onerir (Hawkins vd., 2025).
Hesaplama giicii yogunlasmasi, YZ kabiliyet {iretimini belli merkezlerde toplarken; gevrede

kalan aktorleri maliyet, tedarik ve erisim kisitlar1 iizerinden bagimli hale getirebilir.

Ayrica Farrell ve Newman’in (2019) ortaya koydugu gibi, kiiresel aglarda merkezi
diiglimlerin kontrolii devletlere zorlayic1 gili¢ saglayabilir. YZ baglaminda bu merkezi
diigiimler; bulut altyapisi, model dagitim kanallari, veri akiglar1 ve yan iletken tedarik
zincirleri olarak disiiniilebilir. Buradaki kritik nokta, gili¢ projeksiyonunun yalnizca askeri
degil, erisimi smirlamak, hizmeti kesmek, uyum maliyeti yaratmak veya izleme kapasitesi
elde etmek gibi altyapisal olmasidir. Ozel sektdriin notable model iiretimindeki agirligma
isaret eden bulgular, bu altyapr/kapasite birikiminin sirketlesmis dogasini1 da goriiniir kilar
(Maslej vd., 2025). Boylece giic dagilimi, yalnizca devletler arasi rekabet olmaktan ¢ikarak

devlet—sirket eklemlenmesi lizerinden hibrit bir form kazanmaktadir.

YZ askeri giic dengesini bir etkinlestirici teknoloji olarak etkileme potansiyeline sahiptir.

Nitekim YZ istihbarat, hedefleme, lojistik ve komuta-kontrol alanlarinda doniisiim
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yaratacaktir (Horowitz, 2018). Johnson (2019a), YZ’nin hizli yayilimmin belirsizlik ve
kirilganliklar iireterek stratejik istikrarsizlik ve biiylik gili¢ rekabetini keskinlestirebilecegini
ileri siirer. Bu yaklasimin ima ettigi temel sonug, askeri giiciin yalnizca daha fazla platform
iretimiyle degil; daha hizli karar, daha yogun veri igsleme ve operasyonel koordinasyonla

yeniden tanimlanmasidir. Bu doniisiim, kriz anlarinda tirmanma risklerini artirabilir.

YZ’nin ekonomik kazanglarimin girdi yogunlasmasi ve ag merkeziligi nedeniyle esitsiz
dagilmaya meyilli oldugu da goriilmektedir. Emek piyasasi diizeyinde otomasyon agirligina
doniik tartigmalar (Acemoglu & Restrepo, 2020) ile kalkinma diizeyindeki uyarilar (Korinek
& Stiglitz, 2021) birlikte okundugunda, YZ’nin kiiresel gii¢ farklarimi artirma riski
belirginlesmektedir (Acemoglu & Restrepo, 2020). Bu durum, 6zellikle orta ve gelismekte
olan tilkeler acisindan iki stratejik zorunluluk {iretir: hesaplama giicii erisimi ve bulut/altyap1
seceneklerini ¢esitlendirmek; bununla es zamanli olarak veri yoOnetisimi ve yerli yetenek

ekosistemini gii¢lendirmek.

Genel sonug¢ sudur: YZ, uygun politikalarla yaygin refah artig1 potansiyeli tagisa da mevcut
ekosistem yapist (hesaplama giicii yogunlasmasi, sirketlesmis kapasite ve tedarik zinciri
bogazlar1) nedeniyle kiiresel gili¢ birikimini hizlandirma ve esitsizligi derinlestirme egilimi
tasir. Bu nedenle YZ caginda gii¢; askeri ve ekonomik stoklarin yani sira hesaplama giicii
egemenligi, a§ merkeziligi, veri yonetisimi ve standart belirleme kapasitesinin bilesiminden

olusan yeni bir mimariye dayanmaktadir.

Bu noktada gii¢ parametrelerindeki doniisiimiin yalnizca rekabet ve kalkinma sonuglari
iretmedi8i; bununla beraber uluslararasi diizenin gilivenlik iiretme bi¢imini de yeniden
sekillendirdigi goriliir. Clinkii giigteki yeniden oOl¢eklenme, kriz yonetimi, caydiricilik,
silahlarin kontrolii ve uluslararasi hukukun uygulanabilirligi gibi alanlarda kurumsal mimariyi
dogrudan baskilayan bir etki yaratir. Dolayisiyla YZ’nin etkisini tam anlamak i¢in, kiiresel
giivenlik mimarisinin dayandigr normlar ve kurumlar ile bu mimarinin sahadaki isleyisine

bakmak gerekmektedir.

Takip eden bolim, arastirmanin bagimli degiskeni olan giivenlik mimarisini tiim
katmanlariyla tanimlamaktadir. Bu tanimlama siireci, YZ’nin s6z konusu katmanlarda
yaratti1 etkilerin incelenebilecegi analitik bir zemin hazirlamaktadir. Boylece ¢aligmanin
ilerleyen asamalarinda yapilacak degerlendirmeler icin gerekli kuramsal cergeve

olusturulmaktadir.
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Kiiresel Giivenlik Mimarisi

Bu boliim, kiiresel glivenlik mimarisini normatif, kurumsal ve operasyonel katmanlar seklinde
tasnif etmektedir. Bu yaklasim, analizin ortak referans cergevesini olusturmaktadir. Temel
amag, YZ’'nin etkilerini tekil ornekler iizerinden sunmak degildir. Bunun yerine, her bir
etkinin ilgili katmanlarda ne tiir bir uyum veya gerilim irettigini metodolojik olarak

izlenebilir kilmaktir.

Kiiresel giivenlik mimarisi, devletlerin ve uluslararasi orgiitlerin baris1 korumak, catigmalari
onlemek/sonlandirmak ve savasin insani etkilerini sinirlamak amaciyla gelistirdigi normlar,
kurumlar ve operasyonel araglar biitiiniinii ifade eder. Bu mimari tekil bir diinya hiikiimeti
degil; BM merkezli kolektif gilivenlik sistemi, bolgesel diizenlemeler, silahlarin kontrolii
rejimleri, insancil hukuk ve uluslararasi ceza adaletinin i¢ ige gectigi ¢ok katmanli bir

yonetisim alanidir.

Mimari, normatif g¢ekirdegini 1945 BM Sarti’'ndan alir: devletlerin egemen esitligi ve
uluslararasi iligkilerde kuvvet kullanma/tehdit etme yasagi, savasin mesru bir dis politika araci

olmasina sinir ¢izer (United Nations, 1945).

Kolektif giivenlik mantig1, saldirganligin tiim uluslararast topluma karsi ihlal sayilmasi ve
BM Giivenlik Konseyi’nin bariga tehdit/ihlal veya saldir1 fiilini tespit ederek baglayici
tedbirlere karar verebilmesiyle isler. Sart’in VII. Bdlimii ekonomik yaptirimlar,
iletisim/diplomatik iligkilerin kesilmesi gibi zorlayic1 araglari; yetersiz kaldiginda askeri
tedbirleri Ongdrerek mimarinin hukuki omurgasini olusturur (United Nations, 1945).
Bu klasik normatif omurga, YZ’nin baris ve giivenlik boyutunu da kurumsal giindeme
tagimaktadir. BM Genel Kurulu’nun giivenli, emniyetli ve giivenilir YZ odagindaki karari
(United Nations, 2024a), YZ nin insan haklari, kapasite gelistirme ve yonetisim boyutlarini
kiiresel diizeyde ilkesel bir cerceveye baglayarak giivenlik mimarisinin norm {iretim

katmanina somut bir ek yapmustir.

Ayrica BM sisteminin kendi i¢inde, YZ’nin kurumsal kullanimi i¢in etik ilke setleri
benimsemesi (United Nations System Chief Executives Board for Coordination, 2022),
giivenlik mimarisinin yalnizca disartya doniik norm iiretimiyle degil kurumsal orneklik

iizerinden de yeniden giincellenmeye caligildigini gostermektedir.

Kiiresel glivenlik mimarisinin kurumsal ¢ekirdeginde BM bulunsa da giivenligin fiili tiretimi

cogu zaman bolgesel orgiitler ve alt bolgesel mekanizmalar {izerinden gergeklesir. Bu is
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boliimiiniin ~ Avrupa-Atlantik ayaginda NATO, kolektif savunma ve caydiricilig
kurumsallastirir. NATO’nun 2022 Stratejik Konsepti, Ittifak’in temel amacmi kolektif
savunma olarak tanimlarken caydirma ve savunma; kriz 6nleme ve yoOnetimi, isbirligine
dayali giivenlik seklinde ii¢ temel gorevi agik bicimde siralar (NATO, 2022).
NATO, bu gorev setini teknoloji yonetisimi ile tamamlayarak savunmada YZ’nin sorumlu
kullanimina iliskin ilkelestirme ve uygulama hedefleri gelistirmis; 2024°te yayimlanan revize
YZ stratejisinde Principles of Responsible Use ile birlikte birlikte-¢alisabilirlik, YZ
ekosisteminin genisletilmesi ve uygulama kapasitesinin artirtlmasi gibi somut Oncelikleri
vurgulamistir (NATO, 2024). Bu, kiiresel mimarinin bir parcast olarak yalnizca askeri
savunma degil, kriz yonetimi ve ortak giivenlik aglariyla daha genis bir giivenlik portfoyii

sunmaktadir.

Avrupa gilivenlik diizeninin bir diger normatif-kurumsal siitunu, 1975 Helsinki Nihai Senedi
ile sekillenen ve bugiin Avrupa Giivenlik ve Isbirligi Teskilati (AGIT) gergevesinde
stirdiiriilen kapsamli giivenlik yaklagimidir. Helsinki metni, katilimct devletlerin esit haklar ve
halklarin kendi kaderini tayin hakkina saygi ilkesini vurgular ve devletler arasi isbirligini
uluslararasi hukuka uyumla iligkilendirir (Conference on Security and Co-operation in
Europe, 1975). Bu kapsamli giivenlik hatti, YZ kaynakli giivenlik etkilerini de giindemine
almaya baslamistir: AGIT Parlamenter Asamblesi’nin 2024 Biikres Deklarasyonu, YZ’nin
giivenlik etkilerine iligkin farkindalik/izleme vurgusu yapmis ve teknoloji kaynakli risklerin
demokratik denetim ve seffaflik ilkeleriyle ele alinmas1 gerektigini belirtmistir (Organization

for Security and Co-operation in Europe Parliamentary Assembly, 2024).

Kiiresel mimarinin ¢ok-merkezli niteligi Avrupa disindaki bolgesel giivenlik diizeneklerinde
de goriiliir. Ornegin Afrika Birligi biinyesindeki Baris ve Giivenlik Konseyi (PSC),
catigmalarin dnlenmesi-yonetimi-¢oziimii i¢in kalic1 karar organi ve kolektif giivenlik/erken
uyart diizenlemesi olarak kurulmustur (The African Union, 2002). Ayni1 protokol, PSC’yi
kitasal erken uyar1 sistemi ve Afrika Daimi Hazir Giicii gibi araglarla desteklenmis bir mimari
olarak tasarlar (The African Union., 2002). Bu bize kiiresel giivenligin yalnizca BM merkezli
degil, bolgesel kapasite insast ile de sekillendigini gosterir.
Afrika Birligi bu kapasite ingasini teknoloji yonetisimine de genisletmis; 2024’te Kitasal YZ
Stratejisini kabul ederek etik, kapsayicilik, kapasite gelistirme ve yonetisim basliklarinda
cergeve olusturmustur (African Union, 2024). PSC ise 20 Mart 2025 tarihli toplantisinda
YZ’nin barig, giivenlik ve yonetisime etkilerini dogrudan giindem basghig yaparak

danigma/uzman destegi, kapasite gelistirme ve diizenleyici ¢ergevelerin giliglendirilmesi gibi
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somut adimlar ¢agrisinda bulunmustur (African Union Peace and Security Council [AU PSC],

2025).

Kiiresel giivenlik mimarisinin sahadaki en goriiniir enstriimanlarindan biri olan BM barig
operasyonlari, mesruiyetini 2008 tarihli Capstone Doktrininde tanimlanan ii¢ temel ilke
iizerine insa etmistir. Bu ilkeler; taraflarin rizasi, tarafsizlik ve mesru miidafaa ya da manda
savunmas1 haricinde kuvvet kullanimindan kag¢inilmasidir (United Nations, 2008). So6z
konusu normatif ¢erceve, barig operasyonlarini klasik askeri g¢atisma modellerinden
ayrigtirarak operasyonun basarisint saf askeri istiinliikten ziyade siyasi uzlasi ve giiven
ingasina baglar. Bununla eszamanli olarak BM Baris Operasyonlari Dijital Dontisiim Stratejisi
ile (veri/analitik dahil) yeni teknolojilerin sahada kullanimmi kapasite ve risk yonetimi
mantigiyla ele alarak misyonlarin daha etkin ve giivenli bigimde yiiriitiilmesine doniik somut

bir kurumsal modernizasyon hatt1 agmistir (United Nations, 2021).

Kiiresel gilivenlik mimarisinin bir diger temel katmani, silahlarin kontrolii ve yayilmanin
onlenmesi rejimleridir. Niikleer Silahlarin Yayilmasinin Onlenmesi Antlasmas1 (NPT),
niikleer silah sahibi devletlerin bu silahlar1 devretmemesi ve niikleer silah sahibi olmayan
devletlerin de niikleer silah edinmemesi yoniinde ¢ekirdek yiikiimliiliikler getirir (United
Nations, 1970). YZ’nin askeri alandaki yayilim arttikca, silah kontrolii katmani da teknoloji
yonetisimiyle kesigsmektedir. BM Genel Kurulu'nun askeri alanda YZ ve uluslararasi baris ve
giivenlik giindemli karari (United Nations, 2024b), uluslararasi hukukun uygulanabilirligi,
risklerin degerlendirilmesi ve kapsayici diyalog cagrisiyla bu alam1 kurumsal bir miizakere

hattina baglamistir.

Gilivenlik mimarisi yalnizca ¢atigmay1 onlemekle degil, ¢atisma ¢iktiginda insani tahribati
simirlamak ve agir ihlaller i¢in hesap verebilirligi giiclendirmekle de ilgilidir. Uluslararasi
insancil hukuk (UIH), silahli catismanin etkilerini sinirlamayi; catismaya katilmayan ya da
artik katilmayan kisileri korumay1 hedefler. Hesap verebilirlik boyutunda ise Uluslararasi
Ceza Mahkemesi’'ni kuran Roma Statiisii 6nemlidir. Statii, Mahkemenin yargi yetkisini ve
yargilamanin kosullarin1 diizenlerken, BMGK’nin VII. Bolim kapsaminda bir kararla
sorusturma/kovusturmay1 belirli siireyle ertelemesine iliskin mekanizmay1 da igerir (United
Nations, 1998). Bu, kiiresel glivenlik mimarisindeki siyasal glivenlik yonetimi ile ceza adaleti

arasindaki gerilimli ama kurumsallagsmuis iligkiye isaret etmektedir.

Ozetle kiiresel giivenlik mimarisi; Birlesmis Milletler Sart1 cercevesindeki kuvvet kullanma

yasagma dayali kolektif gilivenlik sistemi, NATO ve Afrika Birligi gibi bolgesel
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diizenlemeler, baris operasyonlari, NPT odakli silahlarin kontrolii rejimleri ile uluslararasi
insancil hukuk ve ceza adaleti mekanizmalarinin i¢ ice gectigi ¢ok katmanli bir yapidir. Bu
mimari, uluslararasi barigin tesisi i¢in miisterek bir hukuki-siyasi zemin sunsa da biiylik
giicler aras1 rekabet, veto mekanizmalari, asimetrik tehditler ve bolgesel kapasite farklari

nedeniyle uygulama asamasinda siklikla yapisal tikanikliklar yasamaktadir.

YZ’nin katmanli mimari tizerindeki etkisi, arastirmanin hipotezlerinde tanimlanan ii¢
mekanizma aracilifryla incelenmektedir. Ilk olarak, altyap: ve hesaplama giicii yogunlagmast,
mimarinin kurumsal kapasitesini ve asimetrik bagimlilik iliskilerini derinlestirmektedir. Ikinci
olarak, hiz ve otomasyon faktorleri, krize miidahale siirecleri ile stratejik istikrar pratikleri
iizerinde baski olusturmaktadir. Biiyiik giic rekabeti kosullarinda yasanan yoOnetisim
tikanikliklar1 ise baglayici rejimler yerine modiiler araglara yonelimi tesvik etmektedir. Bu
egilim, giivenlik mimarisinin norm iiretim kapasitesini parcali bir bicimde doniistiirmektedir.
Bu gerekgelerle izleyen bolim, s6z konusu etkileri {i¢ temel analitik izlek {izerinden
degerlendirmektedir. Bu izlekler; stratejik istikrar, hukuki uyum ve hesap verebilirlik ile YZ-

siber giivenlik bagliklarindan olusmaktadir.
Yapay Zekanin Kiiresel Giivenlik Mimarisine Etkileri

Kiiresel gilivenlik mimarisi; devletlerin askeri kapasiteleri kadar, NATO benzeri ittifak
sistemleri, caydiricilik ve stratejik istikrar pratikleri, silahlarin kontrolii/insancil hukuk
rejimleri, kriz yonetimi mekanizmalar1 ve giderek artan bi¢imde dijital altyap:r giivenligi
tizerinden isleyen bir kurumlar, normlar ve kapasiteler biitiiniidiir. YZ, bu mimarinin her
katmanina ayni anda temas eden genel amach bir teknoloji oldugu igin, etkisi tekil bir silah
sisteminin Gtesine gecerek karar alma hizini, bilgi Ustiinliigii tiretimini, savasin yiiriitiilme

bicimini ve silahlarin kontroliiniin dogrulanabilirligini doniistiirmektedir (Horowitz, 2018).

Bu doniisiim iki nedenle mimariyi yeniden diizenleyici bir basing iiretmektedir. Birincisi,
YZ’nin askeri alandaki yayilim1 hiz/otomasyon/entegre sensor-aglar1 {izerinden kriz
zamaninda yanlis hesap ve tirmanma risklerini biiyiitebilir (Johnson, 2019b; Zala, 2024).
Ikincisi, YZ’nin ¢ift kullanimli dogasi, 6zel sektoriin ve sivil ekosistemlerin savas kapasitesi
iretimindeki agirligimi artirarak giivenlik mimarisinin geleneksel devlet merkezli araglarim
zorlar; bu da norm koyma ve denetimi kurumsal olarak giiclestirmektedir (Horowitz vd.,

2020).
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Analiz, sz konusu basinct ii¢ farkli diizlemde incelemektedir. ilk asamada stratejik istikrar ve
tirmanma dinamikleri ele alinmaktadir. Bu kapsamda karar siirelerinin daralmasi ve niikleer-
konvansiyonel eklemlenme siirecleri tartigitimaktadir. Ikinci diizlemde otonom sistemler
aracilifiyla uluslararasi insancil hukuk ve hesap verebilirlik konular1 degerlendirilmektedir.
Ozellikle "anlamli insan kontrolii" kavram iizerine yiiriitiilen tartigmalara odaklanilmaktadir.
Ucgiincii diizlemde YZ ile siber alan arasindaki etkilesim analiz edilmektedir. Dezenformasyon
ve deepfake kaynakli bilgi gilivenligi risklerinin gilivenlik mimarisinin mesruiyeti {izerindeki
etkileri gosterilmektedir. Son olarak, bu risklerin kriz yonetimi kapasitesini nasil

doniistlirdiigii ortaya koyulmaktadir.

Niikleer ¢agin gilivenlik mimarisi; erken uyari, ikinci vurus kapasitesi, yanlis alarm yonetimi
ve kriz iletisimi gibi stratejik istikrar varsayimlari iizerine insa edilmistir. YZ bu istikrar
ortamini iki temel eksende etkilemektedir: bir yandan erken uyar1 ve istihbarat verilerini
isleme kapasitesini artirarak karar vericilere daha kapsamli bir farkindalik sunabilmekte; diger
yandan karar stirelerini daraltip belirsizligi artirarak kriz anlarinda yanlis hesaplama riskini
ylikseltmektedir (Johnson, 2020; Stockholm International Peace Research Institute [SIPRI],
2019). Johnson (2020), YZ’nin gelistirilmis konvansiyonel kabiliyetlerinin niikleer kuvvetlere
dolayl baski1 yaratabilecegini; niikleer ve konvansiyonel alanlarin i¢ i¢ge gegmesinin istem dis1
tirmanma olasiligint artirdigini savunur. Zala (2024) ise YZ’nin bazi senaryolarda ilk vurus
tesviklerini artirtp artirmayacagini, ozellikle erken uyart ve hedefleme alanindaki riskler

iizerinden tartigmaktadir.

YZ’nin niikleer alanda kullanimi, insan hatasini azaltma ve bilgi kalitesini artirma gibi
faydalarla gerekgelendirilebilse de giivenlik mimarisi agisindan kritik soru sudur: karar
otoritesi ve hesap verebilirlik kimde kalacaktir? Bu noktada anlamli insan kontrolii ilkesi,
niikleer komuta-kontrol i¢in 6zellikle hassas hale gelir; ¢linkii otomasyonun hata pay1 kriz
kosullarinda geri dondiiriilemez sonuglar dogurabilir (Johnson, 2020; Horowitz vd., 2020).
Yakin donem niikleer risk literatiirii ayrica goriiniirliik/goériinmezlik yarisina isaret eder: YZ
hem tespit etme kapasitesini artirabilir hem de aldatma/maskeleme tekniklerini
giiclendirebilir. Bu, karsilikli kirllganlik ve belirsizlik iizerinden glivenlik mimarisinin istikrar

ayarlarimi zorlayabilir (Allison & Herzog, 2025).

Michael Horowitz’in 2018 yilinda Texas National Security Review dergisinde yayimlanan
caligmasi, YZ’ nin modern askeri inovasyon literatiiriindeki konumunu tanimlamak agisindan

temel bir referans noktasidir. Horowitz’e gore YZ, tek basina savasin sonucunu tayin eden
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miistakil bir silah sisteminden ziyade, mevcut askeri kabiliyetlerin etkinligini artiran ve
savasin dogasindan ziyade icra edilis bicimini kokten degistiren bir etkinlestirici veya genel
amaglh teknoloji olarak degerlendirilmelidir (Horowitz, 2018). Bu c¢er¢eve, YZ’nin
uluslararas1 giivenlik mimarisi {lizerindeki etkilerini daha sistematik analiz edebilmek igin

taktik/operasyonel ve stratejik boyutlari birlikte okumay1 miimkiin kilmaktadir.

Otonom silah sistemlerinin teknolojik bir gerceklik olarak ortaya c¢ikisi, kiiresel giivenlik
mimarisinin temel taglarini olusturan uluslararast insancil hukuk ve silahlarin kontrolii
rejimlerini ciddi bir sinamayla karst karsiya birakmaktadir. Akademik literatiirdeki
tartigmalar, bu sistemlerin hukuki statiistinii ve kullanim simirlarint belirlemek amaciyla
temelde iki eksen etrafinda yogunlagsmaktadir. Birinci eksen, geleneksel savas hukukunun
temel ilkeleri olan askeri hedefler ile sivilleri ayirma, orantililik ve dnleyicilik gibi kurallarin,
karar alma silireclerinde insan miidahalesinin bulunmadigr otonom sistemlere nasil
uyarlanabilecegini sorgulamaktadir. ikinci eksen ise, makinelerin dldiiriicii giic kullanma
yetkisine sahip olmasi durumunda ortaya ¢ikacak anlamli insan kontrolii eksikligi ve buna

bagl gelisen hukuki ve cezai sorumluluk bosluklarini ele almaktadir.

Bu tartisma zeminini gili¢lendiren ¢aligmalar, otonom sistemlerin uluslararasi insancil hukuk
ilkeleriyle yapisal uyumunu analiz etmektedir. Bu teknolojilerin savas alanindaki karmasik
dinamikleri kavrayarak sivil-muharip ayrimin1 yapabilme kapasitesi ve saldirinin beklenen
askeri avantajla orantili olup olmadigini degerlendirme yetenegi kritik sorun alanlar1 olarak
isaret edilmektedir (Giineysu, 2024). Ote yandan, 6ldiiriicii otonom silah sistemleri igin
kiiresel 6lgekte baglayici ve direncli bir kontrol rejiminin tesis edilmesinin 6niindeki engeller
de one ¢ikmaktadir. Devletlerin stratejik cikarlarindan kaynaklanan siyasal direngler ve
yazilimsal tabanli bu silahlarin dogrulama siire¢lerindeki teknik zorluklar, uluslararasi bir

denetim mekanizmasinin kurulmasini giiclestirmektedir (Qerimi, 2023).

Uluslararas1 hukuk perspektifinden giincel yaklagimlar ise, otonom silah sistemlerinin dogasi
geregi hukuka aykiri olup olmadigi sorusuna odaklanmaktadir. Casey-Maslen’e gore bu
sistemlerin varligi kendi bagina uluslararasi hukukun ihlali sayilmasa da kullanilmalar
durumunda her zaman uluslararasi insancil hukuk ve uluslararasi insan haklar1 hukuku ile tam
uyum i¢inde olmak zorundadir (Casey-Maslen, 2025). Bu durum, teknolojinin kendisinden
ziyade bu teknolojinin savas alanindaki uygulama big¢imlerinin hukuki mesruiyeti
belirleyecegini gostermektedir. Sonug olarak, YZ tabanli silah sistemlerinin askeri doktrinlere

entegrasyonu; mevcut hukuk normlarmin  yeniden yorumlanmasmi ve sorumluluk
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hiyerarsisinin bu yeni teknolojik gerceklige gore yeniden tanimlanmasini kaginilmaz

kilmaktadir.

YZ teknolojilerinin kiiresel giivenlik mimarisi lizerindeki derin etkilerinden biri de devletlerin
savaga girme karar1 alma stireclerindeki siyasal maliyet analizlerini ve stratejik enformasyon
akisin1 doniistiirmesidir. Bu baglamda askeri alanda sorumlu YZ kullanimina iligkin
tartismalar ve beraberindeki riskler, savas kararnin gelecegine dair normatif ve siyasal
sonuglar ¢ergevesinde ele alimmaktadir (Erskine & Miller, 2024). YZ destekli sistemlerin
sagladig1 hiz ve otomasyon, bir yandan karar vericilere operasyonel avantaj sunarken, diger
yandan savagin insani ve siyasi maliyetini goriinmez kilma egilimi iizerinden demokratik
hesap verebilirlik mekanizmalarin1 zayiflatma potansiyeli tasimaktadir. Dolayisiyla YZ,
modern giivenlik ekosisteminde yalnizca bir kuvvet ¢arpan1 degil; bunun yani sira devletin
savas ve barig arasindaki kritik karar1 verme bi¢imini ve bu kararin mesruiyet zeminini

etkileyen kurumsal bir dinamik olarak konumlanmaktadir.
AI-Siber Etkilesimi: Stratejik Istikrar ve Bilgi Giivenligi

YZ ve siber kapasitelerin birlesimi, modern glivenlik mimarisinin en belirsiz alanlarindan biri
olan gri bolge faaliyetlerini daha karmasik ve ongoriilemez bir boyuta tagimaktadir. Soguk
Savas sonras1 donemde tirmanma yOnetimini zorlastiran siber tehditler, YZ algoritmalarinin
entegrasyonuyla birlikte stratejik istikrar {izerinde dogrudan bir risk unsuru haline gelebilir.
Bu baglamda YZ destekli siber kabiliyetlerin 6zellikle niikleer kuvvetlerin giivenilirligi,
komuta-kontrol sistemleri ve operasyonel hazir bulunusluk {izerinde dolayl fakat derin etkiler
yarattigini savunan goriisler ortaya ¢ikmistir (Johnson, 2019b). Bu birlesme, sadece teknik
sabotaj ihtimalini degil; yanlis anlama veya hatali sinyal okuma nedeniyle ortaya ¢ikabilecek

istem dis1 tirmanma riskini de biiytitebilir.

Giivenlik mimarisinin bir diger kritik slitunu, askeri kapasitelerin 6tesinde yer alan toplumsal
mesruiyet ve algi yonetimidir. YZ destekli dezenformasyon faaliyetleri ve deepfake
teknolojileri, kriz anlarinda kamuoyu algisini manipiile ederek liderlerin karar alma
mekanizmalarim1  ve miittefikler arast1 dayanigsmayr hedef alabilmektedir. YZ’nin
dezenformasyon iiretimini devasa 6l¢eklere ulastirma potansiyeli, giivenlik risklerini ulusal
siirlarin  Otesine tagimakta ve koordineli bir uluslararast yanitt zorunlu kilmaktadir
(Kertysova, 2018). Hynek vd. (2025) ise deepfake uygulamalarinin kurumsal giiven erozyonu
ve kriz manipiilasyonu araciligtyla uluslararasi giivenlik sisteminin mesruiyet zeminini nasil

zayiflattigin1 ortaya koymaktadir. Bu nedenle gelecegin caydiriciik ve kriz yonetimi
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stratejileri, yalnizca silah sistemlerine degil; i¢erik mengei isaretleme ve hizli teyit aglart gibi

giiclii bir bilgi biitiinliigii altyapisina da dayanmak zorundadir.

YZ, siber saldirilar1 daha diisiikk maliyetle ve yiliksek Olcekte otomatize ederken savunma
kalkanlarin1 asma hizin1 da artirmakta; bu hizlanma ‘gri bolge’ eylemlerinin tespit-atif-yanit
dongiisiinii sikigtirarak diplomasiye birakilan siireyi daraltmakta ve kriz iletisimi ile gerilimi

diistirme kanallarin1 zayiflatmaktadir.
Sonug

Calisma kapsaminda ii¢ temel bulgu 6n plana ¢ikmaktadir. ilk olarak YZ ekosistemindeki
altyapt ve hesaplama giicli yogunlagsmasi, uluslararasi sistemdeki hiyerarsik yapiy1
derinlestirmektedir. Gii¢ rekabeti, model performansindan ziyade kritik girdilere erigim
rejimleri ve akis kontrolii etrafinda sekillenmektedir. Ikinci olarak hiz ve otomasyon etkisi
karar siirelerini daraltmakta ve belirsizligi artirmaktadir. Bu durum kriz anlarinda yanlis
hesaplama ve tirmanma riskini biiyiiterek stratejik istikrar pratiklerini baskilamaktadir.
Ucgiincii olarak ¢ift kullanimlilik, 6zel sektdr agirhigi ve biiyiik giic rekabeti gibi unsurlar
baglayici rejimlerin insasin1 zorlastirmaktadir. Bu siirecte yOnetisim araclart modiiler ve
parcali bir hatta ilerlemektedir. S6z konusu egilim, giivenlik mimarisinin dogrulama, hesap
verebilirlik ve mesruiyet kapasitesini sinamaktadir. Bu ii¢ temel bulgu makalenin ana
arglimanin dogrulamaktadir. YZ, tekil bir kapasite artisindan ziyade gilivenlik mimarisinin
tiim katmanlarina es zamanli basing uygulayan bir “carpan teknoloji” niteligindedir. Asagida,
bu ii¢ bulgunun (H1-H3) giivenlik mimarisinin normatif, kurumsal ve operasyonel
katmanlarinda trettigi baslica sonuglar ve bunlara karsilik gelen risk azaltimi segenekleri

Ozetlenmektedir.

Birinci bulgu, giivenlik mimarisinin kurumsal katmaninda karar ve kapasite iiretimini dar bir
saglayici/ittifak ekosistemine bagimli kilmakta; normatif katmanda ise “esit egemenlik” ve

“adil erigim” ilkeleriyle fiili altyap1 hiyerarsisi arasindaki gerilimi goriiniirlestirmektedir.

Ikinci bulgu, operasyonel katmanda karar dongiilerini sikistirarak yanlis anlama ve tirmanma
riskini bliylitmekte; bu nedenle kriz yonetimi, caydiricilik ve komuta-kontrol pratikleri

uzerinde bask1 uretmektedir.

Ucgiincii bulgu, normatif ve kurumsal katmanlarda evrensel mutabakatin yerini standartlar,
ittifak ici diizenlemeler ve tedarik zinciri lizerinden kurulan fiili uyum baskilarinin aldig1 daha

parcgal1 bir yonetisim hattina isaret etmektedir.
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Bu c¢ercevede risk azaltimi ve uyum icin Oneriler, dogrudan bulgularin isaret ettigi
mekanizmalara baglanmalidir. (H1) Altyapr/ hesaplama kapasitesi yogunlagmasina karsi,
uluslararas1 diizeyde asgari seffaflik ve karsilagtirilabilir raporlama (kritik girdiler, tedarik
zinciri kirllganliklar, biiyiik 6lgekli veri-merkezi kapasitesi) ile kapasite gelistirme araclarinin
birlikte tasarlanmasi; bagimliliklar1 azaltirken “fiili hiyerarsi”’nin mesruiyet maliyetini azaltma
potansiyeli tasir. (H2) Hiz ve otomasyon kaynakli tirmanma riskine karsi, kriz iletigim
hatlarinin giincellenmesi, YZ destekli karar siireclerinde “anlamli insan kontrolii” esiginin
operasyonel olarak tanimlanmasi ve olay/ariza bildirimi gibi giiven artirici 6nlemler, stratejik
istikrar pratiklerini destekleyebilir. (H3) Evrensel baglayici rejimlerin tikandig1 kosullarda ise
modiiler diizenleme yaklagimi daha uygulanabilir bir hat sunar: teknik standartlar, birlikte-
caligabilirlik 6lgiitleri, denetim/sertifikasyon ve ittifak ici ortak ilkeler yoluyla, en azindan
belirli risk smniflarinda dogrulama, hesap verebilirlik ve uyum kapasitesi artirilabilir. Bu
modiiler hat, par¢alanmay1 ortadan kaldirmasa da mimarinin ‘igleyen asgari ortak zemini’ni

iiretmeye doniik pragmatik bir ara ¢6ziim olarak goriilebilir.

Dolayistyla sonuglar, YZ’nin giivenligi yalnizca yeni sistemler {lizerinden degil; altyap:
hiyerarsisi (hesaplama kapasitesi), karar hizlanmasi (otomasyon) ve yOnetisim bigimi
(modiilerlesme) lizerinden eszamanli bicimde yeniden yapilandirdigint gostermektedir. Bu da
makalenin ana iddiasiyla tutarlidir: YZ, tekil bir askeri kapasite artisindan ziyade giivenlik
mimarisinin tim katmanlarinda basing {ireten bir ¢arpan teknolojidir; bu nedenle ¢6ziim
arayis1 da tek bir rejime indirgenmekten ¢ok, mekanizma-temelli ve katman-duyarl bir risk

azaltim1 mimarisi olarak kurgulanmalidir.

Bu bulgular, giivenlik mimarisinde uygulanabilir miidahale alanlarinin ideal ¢dziimlerden ¢ok
risk azaltimi ve dogrulanabilirlik odakli, kademeli araglara dayandigin1 gdstermektedir. Bu
yonelim, ¢alismanin {i¢iincii hipotezinin (H3) isaret ettigi lizere, biiyiik gii¢ rekabeti altinda
evrensel baglayict rejimlerin sinirli kalmasi nedeniyle yonetisimin daha ¢ok modiiler ve

dogrulanabilir araglara kaymasiyla uyumludur.

Bu yeni donemde giivenlik mimarisini YZ’nin hiz, dlgek ve belirsizlik etkilerine karsi
dayanikli kilmak, kurallarin ve kurumsal siireclerin yeniden yapilandirilmasinin gerektigine
isaret etmektedir. Bu dayaniklilig1 inga etmenin ilk adimi, askeri YZ sistemleri i¢in kullanim
baglami siirlarini, egitim verisi standartlarin1 ve dogrulama kayitlarini iceren kapsamli bir

yasam dongiisii denetimi ve emniyet dosyast standard1 gelistirmektir.
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Bununla birlikte, kriz anlarinda tirmanma riskini ve sistem davraniglarindaki belirsizligi
azaltmak amaciyla giiven artiric1 6nlemlerin teknoloji odakli bir yaklasimla giincellenmesi
ihtiyacint dogurmaktadir. Bu c¢ergevede; karsilikli bilgi paylagimi, ortak terminoloji
olusturulmasi ve kaza senaryolarina yonelik ortak tatbikatlar stratejik istikrarin korunmasinda

kritik rol oynamaktadir.

Giivenlik mimarisinin merkezindeki bir diger unsur ise insan yargisinin doktrin ve egitimle
kurumsallastirilmasidir. ' YZ’nin Onerdigi hedefleme verilerinin kanit standartlarinin
belirlenmesi ve komutan sorumlulugunu netlestiren raporlama mekanizmalarmin tesisi,
teknolojinin etik ve hukuki sinirlar icinde tutulmasimi saglar. Ayrica, veri setlerindeki
onyargilarin uluslararasi insancil hukuk uyumunu sistemik olarak asindirmasini dnlemek i¢in
tedarik stireclerinde bagimsiz denetim mekanizmalarinin kurulmasi ve hukuk uzmanlar ile

veri bilimcilerin esgiidiimlii ¢aligmasi 6nem kazanmaktadir.

Ne var ki calismanin 6nceki boliimlerinde vurgulanan biiylik giicler arasi rekabet ve veto
kaynakli kurumsal tikanikliklar, tam da bu tiir yasam donglisii denetimi ve bagimsiz denetim
Onerilerinin uygulanabilirligini smirlayan temel siyasal engeli olusturmaktadir. Rekabet
kosullarinda denetim rejimleri, ¢ogu zaman ortak giivenlik ihtiyacindan ziyade goreli
kazanimlar mantigiyla okunmaktadir. Taraflar, denetimin, kendi inovasyon hizim
yavaglatirken rakibin kapasitesini goriiniir kilacak bir ‘asimetrik seffaflik’ aracit olmasindan
cekinmektedir. Veto mekanizmalari ise evrensel ve baglayict standartlarin -6zellikle
dogrulama, raporlama ve yaptirim boyutlart olan rejimlerin- kabuliinii geciktirerek denetimi
en diisik ortak paydaya itmektedir. Bu nedenle Onerilen denetim araclarinin hayata
gecebilmesi, ideal tipte kiiresel mutabakattan ¢ok, dnce dar kapsamli kademeli ve modiiler
diizenlemelerle ilerlemeye; ayrica baglayici rejimlerin tikandigi yerde cok tarafli teknik
standartlar, ittifak ic¢i diizenlemeler ve tedarik zinciri {izerinden ‘fiili’ uyum baskisi iireten

mekanizmalarin devreye girmesine baghdir.

Nihayetinde dijital ugurum, yalnizca teknik kapasite eksikligi degil; YZ ekosistemindeki
hesaplama giicii-veri-altyap1r yogunlagsmasinin {irettigi sert hiyerarsi icinde c¢evre aktdrleri
kalic1 bagimliliga iten ve karar/uyum alanlarin1 daraltarak egemenlik kaybi riskini biiyiiten
yapisal bir tahakkiim mekanizmasi olarak yorumlanabilir. Bu nedenle gelismekte olan
iilkelerin teknik ve hukuki kapasitesinin desteklenmesi, kiiresel yonetisimin kapsayici ve

kirilganliktan uzak bir yapiya kavusmasi i¢in stratejik bir zorunluluk olarak 6ne ¢ikmaktadir.
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Sonu¢ olarak bulgular, YZ’yi tamamen dislamaya dayali yaklagimlarin yerine, teknik
dogrulama kapasitesi ile seffaflik/diyalog/cok tarafli is birligi arasinda denge kuran bir uyum

hattinin daha uygulanabilir olabilecegine igaret etmektedir.
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DEMOCRACY IN THE AGE OF AI; THE FINE LINE BETWEEN THE KNOWN AND
UNKNOWN

Mihai SEBE, Alexandru GEORGESCU and Eliza VAS®

Declaration”

We are currently witnessing a structural shift in the democratic societies across the globe that
impacts the internal structure of politics. The rapid development of Artificial Intelligence (AI)
and the increased level of cyber security threats affect political socialisation in ways that
could be observed before in a generation’s time, not just in a matter of years as it is the case
now. Therefore, we need to start thinking about the rhetorical shift of digitalisation towards
Al, given its applicability as tool for political deliberation, preference aggregation and
discovery, as well as electoral integrity. The technological advancement can impact social
stability, all while not offering antibodies the democratic societies need to deal with this

disruption.

The future of politics seems to be more defined by the way in which states will protect the
minds, the will and the hearts of their citizens against cognitive warfare and threats. On a
decision-making level, this further burdens the process of making the Al an instrument for
authentic public participation. Between informing choices and decisions and delegating free

will to Al lies a fine line. As such, a new social contract is needed.

In a world dominated by geopolitical tensions, the multilateral approach offers us ideas and
ideational tools to draft this new contract. In this context, the United Nations represent a

global standard that one cannot ignore.

The malicious use of digital tools is high on the international and national agenda and is set to

remain a pressing issue for the upcoming years. In fact, the United Nations went one step
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further and signalled in 2024 the impact on politics. “Electoral security posed a significant
challenge throughout the year, as elections took place in more than 70 states. Disinformation
campaigns designed to influence voters, and uses of deepfakes of political figures were
observed in the lead-up to national elections in several states. At the same time, interference
in critical infrastructure facilitating electoral processes also posed risks.” (United Nations,

2024).

Following this assessment, the UN General Assembly adopted the Pact for the Future
(Resolution 79/1), including the Global Digital Compact (Annex I). It calls for closer
international cooperation that reduces all digital divides between and within countries and
reiterates that the digital future should be guided by the purposes and principles of the Charter
of the United Nations (United Nations General Assembly [UNGA], 2024). Thus, the Human
Rights Council chose to anchor the new developments in the framework of the international
law stating explicitly this duality: the new and emerging digital technologies can hold great
potential for strengthening democratic institutions and the resilience of civil society, but they
can also affect the integrity of democratic institutions (Resolution 59/11, 2025) (United
Nations Human Rights Council [UNHRC], 2025a).

We are now in a situation where the quick evolution of Al needs to meet a series of standards,
such as a human rights-based approach and appropriate safeguards and human oversight.
Moreover, we are faced with an unprecedented spread of disinformation the Al can only make

worse (United Nations Human Rights Council [UNHRC], 2025b).

As a technology, Al comes with a paradigm shift from a security perspective. The cyber
security we are used to must make way for new approaches, especially when it comes to
generative Al embodied in the vast majority of systems with which average citizens will
interact in a media, social and political context. On the one hand, we rely on this technology
for Al aggregators of information, Al-based communication, Al pollsters and Al-based
societal systems (education, public services etc.). However, Al diverges from traditional
software by utilising natural language interfaces and generating probabilistic rather than
deterministic outputs. This lack of a predictable baseline makes it difficult to detect

anomalies.

Furthermore, because Al resilience is deeply tied to specific data environments and usage
patterns, conventional security audits often prove inadequate. Experts are recommending

redteaming, which is a structured ethical adversarial testing under real conditions (United
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Nations Educational, Scientific and Cultural Organization [UNESCO], 2025). However, there
is a lack of specialists, especially within user entities as opposed to Al development entities,
leading to a “black box™ problem where Al tools become opaque and anomalous behaviours
become harder to identify. On the other hand, we have Al systems as tools for cyber attacks
on electoral infrastructure (some of which may also be Al-based) or through generation of
fake news, of deepfakes, of tailored disinformation and through the manufacturing of public
moods and ideas. This is an incredibly pernicious issue. The identification of Al-generated
content before destabilising a narrative or an entire society is a difficult task, likely involving
Al tools, new skillsets, new modes of societal protection and new tools used ethically under

an acceptable and values-based legal and administrative framework.

This complicated relationship between Al and democracy has been further explored in a
UNESCO report that underlined both the great expectations and fears of this process,
underlying that “the only political certainty we have today is that politics in the future will
inevitably be very different from politics in the past”. The report warns of the erosion of
public discourse, the rise of new intermediaries, and the opacity of algorithmic decision-
making. This should be coupled with secular trends involving the shrinking of party
membership as principal means of political activity, education and legitimation, as well as the
erosion of the authority of public institutions and official narratives in a digitalized society.
The digital utopianism needs to make room for more balanced democratic nuances as the Al
tends to reflect the values of its creators and the biases in its datasets instead of remaining
neutral. The evolution of Al raises two main questions as per this report: “Do the principles of
democratic self-governance still hold relevance and significance in a digital, automated public
space largely governed by algorithmic systems? Is this a new era that we must simply accept,
or does this historical moment bring new opportunities for democratisation?” (Innerarity,

2024).

While decision-makers all around the world are looking for answers to these questions, the
European Union (EU) is proposing a risk-based approach. With the AI Act introduced in
2024, the EU mapped out four levels of risk for Al systems. From minimal to unacceptable
risk, the purpose was to make sure that Al brings more benefits to the citizens than it takes
away freedoms and rights. Under high-risk category we have those situations that can
severely affect fundamental rights, safety and health. With respect to democracy, the
Regulation foresees that “Al systems intended to be used to influence the outcome of an

election or referendum or the voting behaviour of natural persons in the exercise of their vote
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in elections or referenda should be classified as high-risk Al systems with the exception of Al
systems whose output natural persons are not directly exposed to” (Regulation (EU)

2024/1689 [AI Act], 2024).

Coming back to the will of the people as a core democratic principle to uphold, we invite the
readers to reflect on the words of Stephen Hawking, who 10 years ago affirmed that “in the
future, Al could develop a will of its own — a will that is in conflict with ours” (University of
Cambridge, 2016). Furthermore, in seeking to develop national and international governance
frameworks and accepted principles of Al development, we should be way of the differing
rates of digitalization throughout various societies. As the famous science fiction author
William Gibson once observed, “the future is already here, but it is not evenly distributed”

(O’Toole, 2012).
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DIGITAL WORLD-SYSTEM HIERARCHIES AND AI-DRIVEN SECURITY COMPETITION
Merve Suna OZEL-OZCAN*

ORCID: 0000-00019027-3990

Declaration”

Artificial intelligence is no longer just a new technology; it has become a structural force
multiplier that changes everyday life, the ability of the state to do things, security, and even
the nature of war. This broad sphere of influence is creating a new concentration of power in
the global system, covering everything from healthcare and education to finance, public
administration, defense industries, and knowledge production. The main question, though, is
how this change affects the system itself. We are now connected to algorithms in almost every
area of our lives. Our choices, likes and dislikes, and even the things we do every day go
through algorithmic filters. But the most important part is not at the individual level; it is at

the global system level, where a new ecological structure is forming.

So the Al and algorithms are no longer just a technical infrastructure; they have created a
new system with its own rules, hierarchies, and ways of excluding people. At this point this is
not entirely unprecedented in historical terms. I belive that the in global system analyses,
particularly in Wallerstein’s work, we have previously identified analogous configurations
where power becomes centralized, and the periphery is perpetually reproduced. But right now
is a very important time that calls for a different way of thinking. Algorithms now directly
affect how we define "great power" and "superpower," moving the system into a new
historical phase. In this new phase, power is no longer determined solely by possessing

capacity or by the ability to absorb costs.

Thus equally decisive is the capacity to govern algorithms in order to control the system itself.
In other words, rather than asking who produces more, the key questions have become who

calculates, who directs, and who codes decision-making processes. In short, this

* Dog. Dr., Kirikkale Universitesi, Tiirkiye, mervesuna@kku.edu.tr.

* In the preparation of this chapter, Al-based tools were utilized for translation and proofreading purposes. The
Al tools were employed solely as supportive instruments to enhance linguistic clarity and coherence. The ideas,
analyses, and arguments presented in the chapter remain entirely the responsibility of the author.
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transformation strains the explanatory frameworks of classical international relations theories.
It reveals the need for a hybrid reading situated between Wallerstein’s world-systems theory
and Mearsheimer’s offensive realism. In the age of artificial intelligence, the global system
cannot be explained solely by structural inequalities, nor reduced to pure military power
competition. Instead, this new phase, shaped by algorithms, is fundamentally rewriting the

definition of power, its modes of use, and its conditions of persistence.
A New Centre in the World-System: The Algorithmic Core

Wallerstein’s world-systems theory approaches the global order not as an anarchic structure
composed of equal state actors, but as a historically constructed and enduring hierarchical
system of production. This structure is essentially read through the historical cycles of
capitalism. The center—periphery relationship is shaped not only by political power balances,
but also by the temporal and spatial expansion of the capitalist mode of production. When we
look at this system, the centre is defined not merely by military or political power, but by its
capacity to control capital accumulation, technological production, and flows of knowledge
(Wallerstein, 1974 and 2004). According to Wallerstein, the global system is not an arena of
anarchy in which states act as equal units; rather, it is a hierarchical order in which structural
inequalities are continuously reproduced. In its most basic form, this structure consists of

three main zones:

1. The Core, which controls capital accumulation, technological production, and

information flows.

2. The Periphery, which is confined to labour, raw materials, and low-value-added

production.

3. The Semi-Periphery occupies a balancing and transitional position between these two

Zzones.

But today, the centre within the system is no longer only a geography where factories,
financial centres, or military bases are located. The centrecentre has transformed into a
cognitive space where algorithms operate, data is interpreted, and decisions are made through
artificial intelligence. Therefore, the twenty-first-century world-system should now be read in
the following way: Digital Core: actors that control artificial intelligence, big data, cyber
security, and digital platforms Digital Semi-Periphery: actors that have partial access to

digital capacity but are unable to overcome algorithmic dependency Digital Periphery: spaces
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that provide data but are unable to establish sovereignty over that data In this context, the
algorithmic core produces not only economic superiority, but also epistemic superiority. In
other words, within the world-system, it is no longer only the question of who produces that
matters; instead, the decisive questions have become who knows, who calculates, and who
decides. So, this approach provides a strong theoretical foundation for discussions of artificial
intelligence, as it defines power not solely through military capacity but through production
relations and information flows. However, by the second quarter of the twenty-first century, it
has become clear that the classical core—periphery—semi-periphery distinction has entered a

phase of deepening through an additional layer.
How should this system be read today?

In the contemporary global system, the newly emerging domain is shaped less by physical
production and more by data, algorithms, and Al-based decision-making mechanisms. In this
sense, the world-system is no longer only an economic or geopolitical hierarchy; it has also
become a digital and algorithmic field of domination. It is precisely at this point that
algorithms—and the new ecology they generate within themselves—must be incorporated
into the equation. We are no longer dealing with a system that works in the traditional way;
instead, we are dealing with a new systemic configuration. In this new structure, the
algorithmic core gets its power not from military strength but from its ability to control large
amounts of data, train Al models, manage cybersecurity systems, and direct global
information flows through digital platforms and cloud systems (Ozel Ozcan, 2025). Thus, the
algorithmic core arises not only as a domain that regulates production and capital relations but
also as a novel gravitational center that influences decision-making processes, the
dissemination of knowledge, and the overall operation of the system. This issue does not
imply that Wallerstein's world-systems approach has become obsolete; rather, it suggests that
the theory necessitates a reconsideration within a new historical contex. Now is a good time to
look at the people who work in the system. Today, algorithms are used more and more to
explain how great powers interact with each other and how they can change the system. The
meanings of how power is made, kept, and shown are changing. They are shifting from
conventional military or economic dominance to algorithmic preeminence. In this context,
Mearsheimer's offensive realism offers a practical analytical framework. Mearsheimer asserts
that great powers operate within uncertainty, prioritize survival as their primary objective, and
view power accumulation as a rational strategy (Mearsheimer, 2001)—competition in the

field of artificial intelligence strictly follows this logic. Algorithmic superiority speeds up
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decision-making in the military, makes it possible to have autonomous weapons systems, and
turns war into a quiet but ongoing field of conflict. The Department of War's Artificial
Intelligence Strategy makes it clear that Al is not just a side technology; it is a key part of
how the military will be powerful in the future. This plan makes it clear that the US wants to

be the Al-first warfighting force.

It wants to make its military more deadly, faster, and more efficient by using advanced Al to
help with planning missions, making decisions, and carrying them out. The plan is to quickly
use Al in all areas of the mission, with the clear goal of keeping the U.S. ahead of the rest of
the world. Russia, on the other hand, is a player who tests this change not only in strategic
documents but also on the battlefield. This trend is not limited to Russia; similar Al-enhanced
systems are simultaneously being deployed on the Ukrainian side (Ozel Ozcan, 2025).
Actually Russian forces have reportedly begun producing more than 5,000 modernised Geran-
2 unmanned aerial vehicles per month at the Alabuga facility in Tatarstan illustrates both the
scale and speed of this shift. More significantly, Russia is reported to have upgraded the
Geran-2 UAV, based on the Iranian Shahed-136 design, with advanced onboard artificial
intelligence (Autonomy Global, 2025). On the other hand, in August 2025, the State Council
of China released the "Al Plus" strategy, which saw Al as more than just a technological tool.
It was seen as a key tool for boosting the economy, improving social welfare, increasing
productivity, and making the government stronger. By 2030, one of the main goals of the
strategy is to have a lot of smart terminals and Al agents that are next-generation. This will
make the new economy the main force behind national growth. It's also clear that China's "Al
Plus" plan isn't just about making money at home. Instead, it wants to be involved in how
power works between countries and how systems are shaped. This demonstrates that China's
Al policy operates concurrently at both internal and external governance levels (State Council

of China, 2025; Ministry of Foreign Affairs of the People's Republic of China, 2025).

At the end, Taken together, these developments compel us to reflect not only on the present
but also on a highly consequential future. Competition among great powers is no longer
shaped solely by the number of tanks, missiles, or soldiers, but increasingly by the speed of
algorithms, decision-making capacity, and the operational effectiveness of autonomous

systems on the battlefield.

This dynamic indicates that power distribution is not static; instead, it is continuously

reproduced. However, this transformation is not limited to its visible dimensions. The
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transition from a classically functioning world-system to a digital and algorithmic world-
system now generates intense competition and dense interaction across almost all domains.
This transition represents not merely a technical shift but a structural rupture that redefines
how power is conceptualised, exercised, and constrained. Accordingly, the emerging picture
points to a period in which states are evaluated not solely based on capacity expansion, but

increasingly on their ability to adapt, govern, and integrate into new systemic domains.
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Declaration”

Humans in the Cyber Loop makes a direct claim that many cybersecurity discussions quietly
sidestep. Security is not only about protecting machines and networks. It is also about people
and the social settings that shape what they notice, trust, and do online. Domalewska,
Gasztold, and Wronska approach cybersecurity as a socio-technical problem tied to
community dynamics and to the political economy of platforms. That framing is hard to
dismiss once you sit with it, because so many recent “cyber” harms travel through attention

and trust, not only through technical compromise.

The authors build the book around the idea that humans are “in the cyber loop” as both
vulnerability and resilience. People create openings for harm through ordinary behavior,
limited attention, and familiar cognitive shortcuts. Yet people can also become the source of
resilience when learning is shared and institutions design for safer routines. I kept thinking of
a scene that plays out in almost any organization. Someone is racing to clear an inbox before a
meeting. A message arrives that looks like it came from IT, uses plausible language, and
offers a quick link “to verify.” The login page looks normal. In a hurry, they comply. The
error is human, but the surrounding conditions were designed to make the click feel

reasonable.

This leads to the book’s central contribution, the development of “social cybersecurity” as an

analytic lens. Rather than separating cybercrime, cyber conflict, and disinformation from

* Presidency for Turks Abroad and Related Communities, PhD Student in International Relations at Social
Sciences University of Ankara, Selimmurselyavuz@gmail.com.
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platform governance, the authors treat them as connected. Algorithmic curation, surveillance
capitalism, and influencer markets sit alongside more conventional security threats because
they shape influence and coordination at scale. The book also keeps psychosocial

consequences in view, including hate speech, cyber aggression, and problematic internet use.

Conceptually, the early chapters are among the strongest parts of the volume. Drawing on
Beskow and Carley’s definition, the authors describe social cybersecurity as concerned with
cyber-mediated changes in human behavior and socio-political outcomes, while also building
the conditions for societal endurance under social cyber threats. This clarifies what is being
added to the more familiar cybersecurity agenda. Traditional cybersecurity tends to focus on
compromise, systems, and technical controls. Social cybersecurity draws attention to
manipulation, influence, and marginalization. It is also explicitly interdisciplinary, and the

authors are right to treat that as a requirement rather than a slogan.

The book’s structure is pedagogical and cumulative. Across nine chapters it moves from
definitions to cyber threats, then to information warfare and disinformation, algorithmic
influence, platform political economy, influencer ecosystems, content overload and hate, and
finally problematic internet use, before concluding with a synthetic “digital ecosystem”
chapter. Chapters 1 to 3 trace a familiar arc from crime to warfare to information operations
while keeping the human pathway central. Chapter 2 expands the taxonomy toward cyber war
and hybrid warfare, stressing that hybrid operations span infrastructure attacks, social
fragmentation, and narrative shaping. Chapter 3 then synthesizes psychological and network
mechanisms of disinformation and uses Russia as an illustrative case of tightened media

control after 2022.

Chapter 4, “The Power of Algorithms,” is the analytic pivot because it makes influence
tangible. The authors acknowledge that ranking and recommendation systems can broaden
exposure under certain conditions. Still, their emphasis falls on the costs when curation
hardens bias, suppresses content, or distorts public reality. They ground the discussion in
controversies that will be familiar to many readers, including allegations that TikTok
suppressed LGBTQ-supportive content in some contexts. The unsettling point is not only bias
in a narrow sense. It is how easily “visibility” becomes a political variable, adjusted quietly

and at scale.
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What keeps this chapter from becoming a simple critique is the authors’ contrasting case.
Estonia is presented as a governance model in which Al-enabled public services and the
#KrattAl initiative are framed as public-good deployment, with human oversight positioned
as a final layer of accountability. The point is not that Estonia has solved automation. It is that
objectives and incentives matter. Systems built for engagement and monetization invite one
set of outcomes. Systems built for public service, coupled with oversight that is at least visible

to the public, invite a different set of outcomes.

Chapters 5 to 7 widen the focus to the socio-economic systems that scale social cyber threats.
Chapter 5 treats digital marketing as a paradox. Personalization can feel empowering, yet it is
often built on surveillance and behavioral steering. The authors draw on the language of
surveillance capitalism and describe “hypernudges” as subtle ways platforms shape choices.
Chapter 6 turns to influencer ecosystems and, in the discussion of “kidfluencers,” highlights
both the strain of persistent visibility and the weak protections around labor and privacy when
content is produced in identifiable home settings. Chapter 7 connects content abundance to
overload, hate speech, and cyber aggression, and it calls for multidisciplinary counter-hate
strategies. The thread remains consistent. When incentives reward outrage and speed, the

information environment becomes easier to weaponize.

Chapter 8 shifts to “digital dependency,” and it changes the book’s tone in a useful way. The
authors outline symptoms such as loss of control, tolerance-like escalation, and withdrawal
analogues. They stress that full abstinence is unrealistic, so the practical goal is balanced use
framed as “conscious computing.” They also summarize research on brain structure and
function associated with addictive patterns and treat these findings as security-relevant insofar
as they affect impulse control and decision-making. For security studies readers, this chapter
expands what vulnerability can mean. It is not only weak passwords or unpatched systems. It
can also be fatigue, compulsive checking, and attention fragmentation that make manipulation

easier and self-control harder.

The concluding chapter consolidates an ecosystemic view through a socio-ecological
approach that places the human being at the center of the digital ecosystem. Attention
markets, micro-targeting, automated decision-making, and surveillance-based personalization
are treated as forces shaping perceptions, relationships, and democratic stability. The authors

also resist technological determinism. Manipulation and power-seeking predate Web 2.0.
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Platforms amplify and accelerate those dynamics, which is precisely why governance and

resilience still matter.

As an academic contribution, Humans in the Cyber Loop succeeds most as synthesis and
orientation. Its chief strength lies in integrating multiple levels of analysis, from cognition and
dependency to platform governance and hybrid conflict, supported by accessible cases and
examples. For teaching and for interdisciplinary conversations, that coherence is valuable.
The main limitation is the same breadth that makes the book readable and usable. Because the
authors aim to provide representative examples rather than sustained case studies, the analysis
sometimes reads as a well-organized tour. Readers looking for operationalization will find
fewer concrete measures and research designs than the definition of social cybersecurity

might suggest.

Two final points are worth noting. First, the book’s normative stance is explicit and generally
well defended, especially where it criticizes moderation practices that hide vulnerable users
rather than confronting harassment. Still, the policy discussion could go further by treating
regulatory tradeoffs more systematically, including transparency versus security, moderation
versus speech, and privacy versus personalization. Second, the authors disclose using Al
tools, including ChatGPT, Paperpal, Grammarly, and DeepL, followed by human
proofreading. In a book about human agency inside algorithmic systems, that disclosure is

quietly instructive.

Overall, Humans in the Cyber Loop is a timely entry point into social cybersecurity as both an
interdisciplinary research area and a policy-relevant lens on contemporary digital threats. Its
greatest utility is as a framework builder. It helps readers see that disinformation, algorithmic
curation, surveillance economies, influencer-driven persuasion, and digital dependency are
not separate problems. They interact within a single ecosystem, and that interaction is where

security debates now need to live.
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The articles need to be between 5000 - 7000 words (including footnotes and references);
comments between 2000-4000 words (including footnotes and references); and book - article
reviews between 500 - 1500 words.

An abstract of up to 150 words should be added during the submission process, along with an
average of five keywords.

Authors should make a final check of their article for content, style, proper names, quotations
and references.

All images, pictures, maps, charts and graphs should be referred to as figures and numbered.

Sources should be given in full for images, pictures, maps, tables and figures.

Comments in Cyberpolitik
A comment is a short evaluation of an expert regarding new issues and/or development in
cyberpolitics.

Comments require journal's full reference style.

Book / article Reviews in Cyberpolitik
A book review should provide a fair but critical assessment of a recent (not older than 5

years) contribution to the scholarly literature on the themes and topics relevant to the journal.
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A book review for Cyberpolitik:

o Provides complete bibliographical references of the book(s) and articles to be reviewed.

e Summarizes the content and purpose of the book, focusing on its main argument(s) and the
theory, methodology and empirical evidence employed to make and support these arguments

e Critically assesses the author(s)’ arguments, their persuasiveness and presentation,
identifying the book’s strengths and weaknesses

e Presents a concluding statement that summarizes the review and indicates who might
benefit most from reading the book

Book / article reviews should be preceded by full publication information, in the following
form:

Education for Peace: Politics of Adopting and Mainstreaming Peace Education Programs in
Post-Conflict Settings by Vanessa Tinker, Academica Press, 2015, $81.62 (Hardcover), ISBN
978-1680530070.

The reviewer's name, affiliation and email address should appear, on separate lines, at the top

of the review, right after the bibliography of the book/article.

Journal style

Authors are responsible for ensuring that their manuscripts conform to cyberpolitik's reference
style.
Reference style of Cyberpolitik is based on APA 6th Edition.
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