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Ozet

Dijital kapitalizm caginda insan haklar1 ve o6zgiirliiklerin korunmas: hem uluslararas: hukuk
hem de kiiresel politika acisindan giderek daha kritik bir mesele haline gelmektedir. Yapay
zekd temelli gozetim sistemlerinin yayginlagsmasiyla birlikte, bireylerin mahremiyeti, ifade
ozgiirligii ve veri giivenligi gibi temel haklar, dijital altyapilarin ekonomik ve siyasal isleyisi
icinde yeniden tanimlanmaktadir. Bu calisma, dijital kapitalizmin ekonomik mantig1 ile
gozetim teknolojilerinin toplumsal etkilerini kesistiren kuramsal bir ¢erceve sunarak, insan
haklarinin dijital ¢agda nasil donilisiime ugradigini incelemektedir. Sonug olarak, gézetim
kapitalizminin yikic1 etkilerini 6nlemede mahremiyet yasalarmin yeterli olmadigi, aym
zamanda kurumsal yapilar ve uluslararasi hukuk diizenlemelerinde koklii reformlarla
miimkiin olabilecegini gdstermektedir. Bu kapsamda calisma, dijital haklar, algoritmik hesap
verebilirlik ve veri egemenligi konularindaki kiiresel tartigmalara katki sunmay1
amaclamaktadir. Ayrica politika yapicilar ve hukuk reformculart igin dijital gozetim
karsisinda bireysel 6zgiirliikleri koruyacak normatif mekanizmalarin gelistirilmesine teorik ve
pratik bir temel olusturmayir da amacglamaktadir. Sonug¢ olarak makale, dijital kapitalizm
caginda mahremiyetin, Ozglirliigiin ve insan onurunun gelecegine iliskin biitiinciil bir

degerlendirme ortaya koymaktadir.
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Abstract

In the age of digital capitalism, the protection of human rights and freedoms is becoming an
increasingly critical issue in terms of both international law and global politics. With the
proliferation of Al-based surveillance systems, fundamental rights such as individual privacy,
freedom of expression, and data security are being redefined within the economic and
political functioning of digital infrastructures. This study examines how human rights are
transformed in the digital age by presenting a theoretical framework that intersects the
economic logic of digital capitalism with the social impacts of surveillance technologies.
Ultimately, it demonstrates that privacy laws alone are insufficient to prevent the destructive
effects of surveillance capitalism and that this can only be achieved through fundamental
reforms in institutional structures and international legal regulations. In this context, the study
aims to contribute to global debates on digital rights, algorithmic accountability, and data
sovereignty. It also aims to provide a theoretical and practical basis for policymakers and
legal reformers to develop normative mechanisms that protect individual freedoms in the face
of digital surveillance. Ultimately, the article presents a comprehensive assessment of the

future of privacy, freedom, and human dignity in the age of digital capitalism.
Keywords: Digital capitalism, Human rights, Digital privacy, International law, Freedom.
Giris

Dijital kapitalizm, verinin birincil bir sermaye bi¢imi olarak islev kazandigi, bilgi ve iletisim
teknolojilerinin yani sira ag temelli platformlarin ekonomik faaliyetlerin merkezi haline
geldigi ¢agdas bir kapitalizm tiiriinii ifade etmektedir. Bu c¢er¢evede Zuboff (2019), gézetim
kapitalizmi “insan davranislarinin izlenip kaydedilmesinden, bu davraniglarin tahmin
edilmesine ve nihayetinde kar elde edilmesine yonelik yeni bir iktisadi mantik” olarak
tanimlamaktadir. S6z konusu sistem yalnizca 6zel sektdrle smirli kalmamis, devletler ve
uluslararast kurumlar da bu yapinin igine dahil olmustur. Ozellikle gdzetim kapitalizmi artik
sadece bir is modeli olmanin Gtesinde, diizenlemeler, ticaret kurallar1 ve giicli devletler
tarafindan desteklenen kurumsal bir ¢ergeveye sahip kiiresel bir gii¢c diizenidir. Bu nedenle,
dijital ortamlarda toplanan veriler ve bu veriler lizerine gelistirilen algoritmalar, kiiresel gii¢
iligkilerinin yeniden yapilandirilmasinda belirleyici bir rol oynamaktadir (Kilic & Carr-Ryan,

2025). Dolayisiyla, az sayida teknoloji devinin -Amazon, Google, Meta, Alibaba, Tencent,
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Huawei gibi- elinde toplanmis olan kiiresel teknoloji hegemonisi bu baglamda, hiikiimetlerin

egemenligine rakip ya da bazen ondan daha giiclii bir etki alanina sahip olmustur.

Bu baglamda, dijital kapitalizmin kurumsal ve ekonomik boyutlarinin 6tesinde, toplumsal
denetim ve bireysel o6zgiirliik alanlarin1 da yeniden sekillendiren gozetim pratikleri ortaya
cikmistir. Yapay zekad destekli gozetim teknolojileri -yliz tanima sistemlerinden ongoriicii
polislik algoritmalarina ve sosyal medya filtreleme mekanizmalarina kadar- devletlerin ve
ozel sektor aktorlerinin bireyleri izleme, siniflandirma ve yonlendirme bi¢imlerini kokli bir
sekilde dontistirmektedir. Glinlimiizde gdzetim, bir polislik aracindan daha fazlasidir, dijital
diinyamizin altyapisal bir kosulu haline gelmistir. Lyon’un (2017) da belirttigi {izere, gdzetim
kavrami tarihsel olarak siiphelilerin, mahkiimlarin veya potansiyel suglularin yakindan
gozlemlenmesi anlaminda kullanilirken, dijital c¢agda bu anlam kokli bir doniisim
gecirmistir. Glinlimiizde gozetim, bireylerin izlenmesi, dijital platformlar araciligiyla kisisel
verilerin toplanmasi, islenmesi ve ekonomik deger {iretiminde kullanilmasi siirecini
kapsamaktadir. Bu durum goézetimi artik kiiltlirel ve ekonomik bir olguya doniistiirmiistiir.
Benzer bigimde Zuboff (2019), bu yeni asamay1 gozetim kapitalizmi olarak tanimlayarak,
gozetimin iktidar pratigi olmasinin 6tesinde, biitiin bir siyasi-ekonomik diizenin temeli haline
geldigini vurgulamaktadir. Boylece gozetim, klasik anlamdaki kontrol mekanizmalarindan

cikip dijital kapitalizmin temel tiretim mantigina dontigsmiistiir.

Bu baglamda, dijital kapitalizm is modeli diizeyinden, ulusal giivenlik, ticaret politikalar1 ve
platform diizenlemelerinin i¢ igce gectigi stratejik bir alan haline gelmistir. Birkag¢ biiytlik
teknoloji sirketi veri, bulut altyapist ve algoritmalar1 ilizerinden kiiresel Olcekte standart
belirleme giictinii elde ederken, bagka iilkeler veya aktorler bu standartlara uyum saglama ya
da bagimsiz alternatif gelistirme noktasinda dezavantajli konuma diismektedir. Bu durum,
dijital ekonomide esitsizliklerin derinlesmesine ve hegemonya miicadelelerinin sanal ortama
taginmasina olanak tanimaktadir. Dolayisiyla, dijital kapitalizm cergevesinde az sayida biiyiik
aktor tarafindan kontrol edilen veri ve altyapilar hem ekonomik hem siyasal diizeyde kiiresel
adaletsizlikleri artirma potansiyeli tagimakta, uluslararasi sistemde yeni hegemonik iligkilerin
temelini atmaktadir. Boylece kiiresel kapitalizmin dijitallesme siireciyle birlikte {iretim
iligkilerinin temelinde yasanan doniisiim, giiniimiiz kapitalizmini artik klasik {iretim ve emek
sOmiiriisii bi¢cimlerinden ziyade veri, algoritma ve dijital altyap: sahipligi lizerinden deger
iireten bir sistemin pargasi haline getirmistir. Bu yeni evre, dijital platform kapitalizmi ya da
rant kapitalizmi olarak adlandirilmaktadir (Ozliik, 2023). Dijital kapitalizmin temelinde,

iiretim veri akisinin ve algoritmik yonlendirme kapasitesinin kontrolii yer almakta, dolayisiyla
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ekonomik gii¢, liretimden ziyade bilgi tekellerinden dogmaktadir. Bu yeni ekonomik diizende,
bireylerin davraniglari, tercihleri ve iletisim bigimleri stlirekli olarak izlenmekte,

kaydedilmekte ve ekonomik degere doniistiiriilmektedir.

Giiniimiizde kisisel veriler her yerde toplanmakta, analiz edilmekte ve giderek daha fazla
bicimde davranis tahmini amaciyla kullanilmaktadir. Bu durum, bireylerin mahremiyetinin
Otesinde, ifade, diigiince ve bilgi 6zgiirligii gibi diger temel haklarin korunmasi agisindan da
ciddi sorular dogurmaktadir. Avrupa hukuku bu gelismeye giiglii bir yanit vermistir: Avrupa
Birligi Genel Veri Koruma Tiizigli (GDPR), kisisel verilerin korunmasini bir temel hak
olarak tanimakta ve bu hakkin diger Ozgiirliikklerle dengelenmesi gerektigini acikga
belirtmektedir. GDPR’nin 1. gerekcesinde (Recital 1) veri koruma hakkinin temel bir hak
oldugu vurgulanirken, 4. gerekcede (Recital 4) bu hakkin mutlak olmadigi, diisiince, ifade ve
bilgi 6zgiirliigii gibi diger haklarla uyum i¢inde uygulanmasi gerektigi ifade edilmektedir. Bu
nedenle GDPR, veri gizliligini koruyarak ifade ve bilgi 6zgiirliigii hakk: da dahil olmak iizere
diger AB temel haklarini destekleyen biitiinciil bir yaklasim benimsemektedir (European
Union, 2016, Recital 1, Recital 4, Article 85). Benzer sekilde, Avrupa Insan Haklari
Sozlesmesi (AIHS/ECHR, 1950) bireylerin 6zel hayatina saygi hakkini (Madde 8) ve ifade
ozgiirligiini (Madde 10) giivence altina almaktadir. Ancak gelismis yapay zeka temelli
gbzetim sistemleri, bu giivenceleri yeni sinamalarla karsi karsiya birakmaktadir. AIHM
ictihadina gore (6rnegin Big Brother Watch and Others v. the United Kingdom, ECHR 2021),
kitle gézetimi uygulamalar kisisel verilerin orantisiz bigimde toplanmasi yoluyla Madde 8
kapsamindaki 6zel hayat hakkini ihlal edebilmektedir. Benzer bi¢cimde, algoritmik profilleme
ve otomatik siiflandirma siirecleri bireyleri seffaf olmayan kriterlerle kategorize ederek ifade
ve bilgi edinme Ozgiirliikleri iizerinde caydirict bir etki yaratabilmektedir. Avrupa
Konseyi’nin Mass Surveillance Factsheet (ECHR, 2023) belgesinde de belirtildigi gibi, bu tiir
uygulamalar AIHS’nin 8. ve 10. maddeleri arasinda hassas bir denge kurulmasini zorunlu
kilmaktadir. Dolayisiyla, yapay zeka destekli gozetimin gelisimi, mahremiyetin ve ifade
ozglrliigiiniin korunmasi agisindan Avrupa insan haklar1 sisteminin temel ilkelerini yeniden

degerlendirmeyi gerektirmektedir.

Yapay zeka destekli gdzetim teknolojileri, mahremiyet, ifade ozgiirligii ve esit muamele
ilkelerini ciddi bigimde tehdit edebilmektedir. Ozellikle otomatik igerik filtreleme ve sosyal
kredi sistemleri araciligiyla, demokratik toplumlarda ifade 6zgiirliigii ve esit muamele ilkeleri
tizerinde karmagsik sonuclar dogurmaktadir. Otomatik icerik filtreleri, dijital platformlarda

yasa dist veya zararli icerikleri Onleme amaci tagimakla birlikte, baglami tam olarak
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degerlendiremedikleri i¢in siklikla elestirel veya muhalif sOylemleri yanlislikla
bastirabilmektedir. Bu durum, algoritmik sansiir olarak adlandirilan ve ifade Ozgiirliigiinii
dolayli bigimde kisitlayan yeni bir olguyu ortaya ¢ikarmaktadir (Article 19, 2018, Yeung,
2018). Benzer bicimde, Cin’de uygulanan sosyal kredi sistemleri, vatandaslarin ¢evrimigi ve
cevrimdis1 davraniglarini degerlendirerek bir gliven puani liretmekte, bu puan bireylerin kamu
hizmetlerine erigimini, istihdam firsatlarini1 veya sosyal statiistinii etkileyebilmektedir. Ancak
bu sistemler, hangi davraniglarin iyi veya kotii olarak tanimlandigina dair seffaflik eksikligi
nedeniyle politik uyum ve Oz-sansiir egilimini tesvik edebilmekte ve azinlik gruplarini
orantisiz bicimde etkileyebilmektedir (Drinhausen & Brussee, 2021, Citron & Pasquale,
2014). Her iki 6rnek de, yapay zeka sistemlerinin teknik dnyargi ve veri temelli karar verme
stirecleri araciligtyla, demokratik katilimi ve temel haklar1 istemeden zayiflatma potansiyeline
sahip oldugunu gostermektedir. Yeni dijital altyapilarin uluslararas: siyaseti doniigtiirmesi
baglaminda, veri ve ag platformlarina yonelik hakimiyet yalnizca ekonomik diizeyle sinirl
kalmay1p, jeopolitik giic dengelerini de derinden etkilemektedir. Ornegin UNCTAD’mn
Digital Economy Report 2021 adli ¢alismasinda, veri-paylasimi olmayan ya da ¢ok siirl
olan {ilkelerin kiiresel dijital kazanclardan oldukg¢a diigiik pay aldigi belirtilmis ve dijital
ekonomide hakimiyetin Kuzey Amerika ve Cin merkezli biiyiik platformlara kaydigina dikkat

cekilmisgtir.

Ote yandan yapay zeka destekli gdzetim uygulamalari, kamu giivenligi ya da dolandiricilikla
miicadele gibi mesru amaglarla savunulabilir. Avrupa Birligi de bu tiir 6diinlesmelerle
yakindan ilgilenmektedir: onerilen Al Yasas1 (Al Act), yiiksek riskli yapay zeka sistemlerini
(6rnegin ise alimda ya da kolluk uygulamalarinda kullanilanlari) 6zel denetim ve seffaflik
yiikiimliiliiklerine tabi tutmay1 hedeflerken, otomatik GDPR’nin Madde 22 kapsaminda karar
stireclerini sinirlandirmakta ve insan miidahalesi, itiraz hakki gibi koruyucu mekanizmalar
icermektedir. Bu baglamda, modern gozetimin yeniden sekillenmesiyle temel haklarin
korunmasi arasindaki gerilim, hukuk ve haklar acisindan ele alinmasi gereken hayati bir
meseledir. Dolayisiyla makale, ampirik bir aragtirma sunmaktan ziyade kuramsal ve normatif
analiz yoluyla dijital gézetimin insan haklar1 iizerindeki etkilerini tartigmaktadir. Bu nedenle
caligma {i¢ kuramsal gelenegin kesigiminde konumlanmaktadir. Gozetim ¢alismalar1 gelenegi,
yapay zeka temelli izleme pratiklerinin nasil isledigini, yani gozetimin arkasindaki
mekanizmalari, bilgi akislarim1 ve giic dinamiklerini ¢éziimlememize imkan tanimaktadir.
Haklar teorisi gelenegi, bu gdzetim big¢imlerinin ne zaman mesrulugunu yitirdigine iliskin

normatif dl¢iitleri -gereklilik, orantililik ve insan onuru ilkeleri gibi- saglamaktadir. Hukuk ve
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teknoloji gelenegi ise teknik kapasite ile hukuki denetim arasindaki yapisal bosluklar1 goriiniir
kilarak, dijital cagda hesap verebilirligin ve seffafligin nasil saglanabilecegi sorusuna
odaklanmaktadir. Bu ii¢ gelenek birlikte, analizimizin kuramsal ¢ergevesini olusturmakta ve
bu gergeve dogrultusunda, Avrupa hukuk sisteminin -6zellikle AIHS, GDPR ve ilgili Avrupa
Birligi Adalet Divan1 (ABAD/CJEU) ile AIHM igtihatlariin- bu ¢cok katmanli zorluga nasil

yanit verdigi incelenecektir.
Dijital Kapitalizm, Gozetim ve Mahremiyetin Teorik Haritas:

Makalenin kuramsal zemini, dijital kapitalizm, gbzetim ve mahremiyet iliskilerini agiklayan
iic temel diislinsel gelenegin kesisiminde sekillenmektedir. Dijital kapitalizm, verinin birincil
sermaye bi¢imi haline geldigi, bilgi teknolojileri ve algoritmik sistemlerin ekonomik iiretim
stireclerinin merkezine yerlesti§i yeni bir toplumsal-ekonomik diizendir. Bu yapi, piyasa
dinamiklerini ve bilgi, iktidar ve gozetim iliskilerini yeniden bicimlendirerek bireylerin
mahremiyet alanlarin1 ekonomik deger iiretiminin bir pargas: haline getirmektedir. Gozetim
kurami, yapay zeka temelli izleme bigimlerinin ardindaki bilgi akiglarini, iktidar iligkilerini ve
davranigsal yoOnlendirme mekanizmalarin1 ¢oziimleyerek dijital kapitalizmin gozetim
mantigini aciga c¢ikarir. Haklar kurami, bu gbzetim yapilarinin mesruiyet sinirlarini belirleyen
normatif ilkeleri -Ozellikle gereklilik, orantililik ve insan onuru Olgiitlerini- tanimlayarak
dijital mahremiyetin korunmasina teorik bir dayanak olusturur. Hukuk ve teknoloji yaklagimi
ise dijital cagda kod, algoritma ve hukuk arasindaki karsilikli etkilesimi inceleyerek teknik
altyapilarin normatif diizen iiretme kapasitesini ve hukukun bu alani diizenleme giiciiniin
siirlarini tartisir. Bu tli¢ kuramsal ¢izgi birlikte ele alindiginda, dijital kapitalizmin ekonomik
mantig1, gbzetimin iktidar bigimleri ve mahremiyetin normatif sinirlar1 arasindaki iliskileri

biitiinciil bi¢imde ¢ézlimleyen bir teorik ¢ergeve ortaya ¢ikmaktadir.

Yapay zeka, dijital kapitalizm baglaminda yeni bir iiretim faktorii olarak capraz sektorsel
yayilim kabiliyeti olan genel amacglh bir teknoloji olarak kavramsallagtirilmaktadir. Yapay
zekanin iiretim siireclerine entegrasyonu arttik¢a is modellerinin, gelir dagiliminin ve sermaye
formasyonunun koklii bicimde degisecegi ongoriilmektedir. Gergekten de, sanayi ve hizmet
alanlarinda otomasyon, makine 6grenimi ve veri-yogun algoritmalar metalagmis emek
bicimleriyle birlikte ekonomik biiylimenin yeni lokomotifleri haline gelmektedir. Bu baglama
uygun olarak, yapay zeka patent sayilari ile uzun dénem ekonomik biiyiime arasinda pozitif
ve istatistiki olarak anlamli bir iligki tespit edilmistir, 6zellikle gelismis ekonomilerde bu etki

daha giiglii gozlemlenmektedir. Bu doniisiimiin ardinda yatan dinamikler arasinda veri ve
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hesaplama giicii yogunlasmasi, yani biiylik teknoloji firmalarinin devasa veri setlerine erisimi
ve bulut altyapis1 kontrolii ile iist diizey yapay zeka personeline sahip olusu yer almaktadir.
Dolayistyla elestirel siyasal ekonomi literatiiriinde, bu yap1 yapay zeka kapitalizmi olarak
tanimlanmakta ve veri somiiriisii, ticarilestirme ve kazanan her seyi alir (winner-takes-all)

mantig1 ¢cergevesinde degerlendirilmektedir (Gonzales, 2023).

Glinlimiizde yapay zeka destekli gozetim sorununa yaklasimda, Foucault’nun disipliner
toplum kavrami, Zuboff’un teknolojik gozetim kapitalizmi analizi ve Lyon’un goézetimin
toplumsal boyutlarina vurgu yapan perspektifleri 6nemli kavramsal gerceveler sunmaktadir.
Bu nedenle bu kuramsal perspektiflerden yola ¢ikilarak yapay zeka ¢aginda gdzetimin nasil
yeniden iretildigi ve klasik teorilerle hangi noktalarda Ortiistiigliniin analiz edilmesi
gerekmektedir. Bu baglamda klasik goézetim teorisi yapay zeka caginda da Onemini
korumaktadir. Michel Foucault, Discipline and Punish: The Birth of the Prison adli eserinde
Jeremy Bentham (1995)’1n panoptikon modelini bir metafor olarak ele almakta ve modern
disiplin toplumunun iktidar yapisint bu ¢erceveden okumaktadir. Foucault (1977), gézetim

13

mimarisinin isleyisini “...merkezdeki gozetleme kulesi tiim hiicreleri gorebilir, fakat
gozetlenenler kimin onlar1 izledigini bilemez” seklinde betimlemektedir. Dolayisiyla bu yapa,
bilingli ve kalict bir goriiniirliik durumu yaratirken, bireyler her an izlenme ihtimalini dikkate
alarak davraniglarini diizenleyebilmektedir. Aslinda Foucault’'nun Bentham’in Panopticon’u
lizerine yaptig1 analiz, asimetrik goriinlirliigiin nasil 6z disiplini tesvik ettigini vurguladigin
gostermektedir. Burada, gozetimin fiziksel bir siireklilige sahip olmasa bile algilanan
olasilikla bireylerin igsel denetim gelistirmesi, ceza mimarisinin, norm {iiretimi, disiplin ve
iktidar-bilgi iligkisinin kodlandig1 bir sistemdir. Giiniimiiziin dijital panoptikonu ise yaygin ve
her yerde mevcuttur. Bireyleri hi¢bir insan operator aktif olarak izlemiyor olsa bile kameralar,

dronlar, sosyal medya izleme ve biyometrik sensorler tarafindan izlenmektedir.

Shoshana Zuboff’un The Age of Surveillance Capitalism: The Fight for a Human Future at
the New Frontier of Power adli eseri de, dijital platformlarin kullanici davraniglarimi veri
olarak sermayelestirme siireclerini incelemektedir. Zuboff’un temel iddialarindan biri,
kullanict davraniglarinin  gozetim varliklar: haline gelmesidir, bu varliklar algoritmalar
aracilifiyla analiz edilir ve gelecege dair tahmin modellerine doniistiiriiliir. Bu baglamda,
klasik iktidar modellerinden farkli olarak, davranigsal miidahale odakli bir enstriimantarya
iktidar kavramin1 gelistirmistir. Bu iktidar bicimi, baski ya da agik zor kullanimi yerine
detayli bir sekilde yapilandirilmis tekniklerle bireylerin se¢im mekanizmalarini

yonlendirmeye odaklanmaktadir. Dolayisiyla, Zuboff’un yaklasimi, Foucault’nun norm
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iretimi ve iktidar-bilgi iliskisinin dijital baglamda yeniden kodlandigin1 gostermektedir. Bu
durumu epistemik darbe olarak adlandirmakta, ¢ilinkii bilme yetisi -yani hangi davranislarin
beklenecegi, hangi miidahalelerin yapilacagi- artik teknolojik aktorlerin eline gegmistir
(Zuboff, 2019). Bu baglamda bireyler verinin iireticisi ve ayni zamanda denegi konumuna

gelmislerdir.

Gozetim caligmalarina katkida bulunan 6nemli bir kuramer olan Lyon, gozetimi toplumsal
stireclerle i¢ ige gegen bir fenomen olarak ele almaktadir. Lyon’a gore gdzetim, bireysel
verilerin toplanmasindan 6te, bu verilerin siniflandirilmasi, siralanmasi ve bu siralamaya gore
miidahale edilmesi siire¢lerini igermektedir. Bu siire¢ Lyon tarafindan sosyal siralama olarak
kavramsallastirmistir. Lyon, gozetim siireclerinde devletin yani sira 6zel aktorlerin, kurumsal
yapilarin ve bireylerin de 6nemli roller oynadigim1 vurgulayarak, gézetim yapilarinin ¢ok
katmanlhi aglar seklinde isledigini ve mekansal sinirlarin giderek siliklestigini elektronik
panoptikon ya da akiskan gozetim kavramlariyla tartisir. Lyon’un analizinde, goézetim
toplumsal diizeni yeniden iiretme ve ayrimei smiflandirmalara aracilik etme kapasitesine
sahiptir. Algoritmik sistemlerdeki yanlilik ve adalet sorunlari, Lyon’un sosyal siralama
analizinin giincel teknolojilerle kesistigi dnemli alanlardir (Lyon, 2017). Dolayisiyla, gézetim
sistemleri insanlar1 kredi puani, risk profili, davranig kaliplar1 gibi veriye dayali kategorilere

ayirarak farkli muameleye olanak tanimaktadir.

Giiniimiizde yapay zeka sistemleri ile gdzetim pratikleri yeni bigimler kazanmistir. Ozellikle,
bireylerin davraniglarini gercek zamanli olarak analiz edip siniflandirarak panoptik algiyi
algoritmik diizeyde yeniden {iretebilmektedir. Bu baglamda izlenen birey gozetim
mekanizmasinin nasil isledigini tam olarak bilmemekte, bu durum klasik panoptikon
metaforundaki goriiliir ama gériinmez dinamigini daha karmasiklastirmaktadir. Dahasi
Zuboff’un enstriimantarya iktidar anlayisi ile norm iiretim siireci teknolojik diizeyde yeniden
ele alinmakta ve normlar artik algoritmalar araciligiyla uygulanabilmekte ve miidahaleler
otomatik bicimde yapilabilmektedir. Yapay zeka destekli sistemler, gézetimi tek merkezden
cok aktorlii aglar bi¢ciminde ele alan Lyon’un yaklasimini da derinlestirmektedir. Gortldigi
iizere, Foucault’nun panoptikon kurami, Zuboff’un gbzetim kapitalizmi ve Lyon’un sosyal
siralama analizleri birlikte incelendiginde, gozetimin tarihsel siirekliligi ve teknolojik
doniistimii arasindaki bag daha goriiniir hale gelmektedir. Bu baglamda, yapay zeka ¢aginda
gozetim, norm {iretme, miidahale, simiflama ve Ongorii pratikleri iizerinden yeniden

yapilandirilmigtir (Foucault, 1977, Lyon, 2018, Zuboff, 2019) Bu yeni ortamda klasik
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kuramsal araglar hala anlamlidir, ancak teknolojik O6zgilinliikleri hesaba katacak sekilde

elestirel olarak uyarlanmalidir.

Bu noktada, gozetimin mesruiyeti meselesi dogrudan insan haklar1 teorisinin normatif
temelleriyle kesismektedir. Gozetim teknolojilerinin mesru sinirlari, teknik giivenlik,
toplumsal fayda kriterleri ve haklarin temel statiisii ile belirlenmelidir. Cagdas hukuk teorisi,
belirli 6zgiirliiklerin -ifade, vicdan ve mahremiyet gibi- dokunulmaz bir konumda olduguna
dikkat ¢cekmektedir. Bu cercevede, John Rawls’un (A Theory of Justice, 1971/1999) adalet
kuraminda belirttigi iizere, temel hak ve Ozgiirliikler toplumsal fayda adina feda edilemez,
clinkii bu haklar, yalnizca ozgiirliigiin kendisiyle catistiginda ve esit 6zgiirliik ilkesinin
korunmas1 gerektiginde sinirlanabilmektedir. Benzer bicimde, Ronald Dworkin (1977) de
haklarin genel refah ya da fayda hesaplamalarina kars1 koz islevi gordiigiinii savunmaktadir.
Bu baglamda, mahremiyet veya ifade 6zgiirliigli gibi haklarin yalnizca diger temel haklar ya
da olaganiistii derecede Onemli toplumsal ¢ikarlar s6z konusu oldugunda
sinirlandirilabilecegini, ancak siradan  verimlilik ya da fayda artiglart  igin
siirlandirilamayacagini ileri siirmektedir. Ayrica, Jeremy Waldron (2010) haklarin onur
boyutunu 6n plana ¢ikararak, haklarin uygulanmasindaki zorluklar1 kabul etmekle birlikte
korunmalarinin dikkatli bir dengeleme gerektirdigini -ancak hi¢bir zaman terk edilmemesi
gerektigini- vurgulamaktadir. Ozellikle mahkemeler ifade &zgiirliigii veya onur gibi temel
degerleri korurken genellikle farkli degerleri dengelemek ve zorlu deger yargilarinda
bulunmak zorunda kalmaktadir. Kisacasi, haklar teorisi mahremiyet, ifade O6zgiirliigii ve
esitligi adil bir toplumun 6nkosullar1 olarak goriir, dolayisiyla getirilecek siirlamalar insan
onurunu hukuka aykir1 bigimde tehlikeye atmayacak sekilde -yani yasaya uygunluk, gereklilik
ve orantililik Olgiitlerine uyarak- diizenlenmelidir. Bu yaklasim, ¢ikis noktasin1 dogrudan
AIHS ve AB Temel Haklar Sarti’ndan almaktadir: her tiirlii dijital gozetim rejimi, keyfi

ihlallere kars1 korunan bu haklarla uyumlu olmalidir.

Mahremiyetin yalnizca gizlilik degil, kisinin kendi kimligini temsil etme, sinirlarini ¢izme ve
ozerkligini siirdiirme hakki oldugunu vurgulayan Allen’in (2008) etik zemini Moore un
(2010) mahremiyeti bireyin ahlaki 6zerkligini ve biligsel alanini1 koruyan temel hak olarak
gormesiyle derinlesmektedir. Nissenbaum (2004) ise dijital c¢agin veri akislarinda
mahremiyetin, mutlak bir gizlilikten ziyade baglamsal biitiinliik ilkesiyle korunabilecegini
savunmaktadir. Buna gore, bilginin akis1 ancak uygun toplumsal norm ve baglamlar i¢inde
mesru sayilabilir. Bu normatif yaklasimlar, AIHS ve AB Temel Haklar Sartr’nin insan

onurunu ve 0zel yasamin gizliligini ayrilmaz haklar olarak kabul eden diizenlemelerinde
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yansimasini bulmustur. Dolayisiyla dijital gozetim, algoritmik siiflandirma ve yapay zeka
temelli karar siirecleri, bireyin mahremiyetini, 6zerkligini ve esitlik ilkesini tehdit ettiginde,
insan onuruna dayali hak kurami, hukukun miidahale sinirlarin1 belirleyen temel olgiitleri
ortaya koyar. Bu yaklasim, her tiirlii dijital denetim veya veri isleme faaliyetinin yalnizca
gereklilik, orantililik ve insan denetimi ilkelerine uygun oldugu siirece mesru sayilabilecegini
savunur. Boylelikle insan onuru, klasik liberal hak anlayisindan dijital cagin etik yonetigim
paradigmasina uzanan bir siireklilik i¢cinde hem haklarin nihai dayanagi hem de onlarin
siirlandirilmasina yon veren normatif ilke olarak yeniden tanimlanmaktadir. Boylece, dijital
cagda mahremiyet hakki, insan onurunun, demokratik katilimin ve teknolojik yonetisimin

mesruiyetinin de normatif dayanag haline gelmistir.

Bu cergevede, hukuk ve teknoloji alaninda yiiriitilen caligmalar, gdzetim aygitlarinin
bicimlenmesinde yazilim altyapilarinin kod ve diizenleyici normlarin birbiriyle etkilesime
girdigini ve siklikla gatigtigin1 ortaya koymaktadir. Ornegin, Lawrence Lessig (2000) kod
kanundur ifadesiyle siber uzayin teknik mimarisinin toplumsal normlari ve hukuki
diizenlemeleri big¢imlendiren bir diizenleyici etkinlige sahip oldugunu vurgulamigtir. Bu
baglamda, bir sosyal medya platformunun gizlilik ayarlari, hangi bilgilerin goriiniir ya da
goriinmez olacagini belirleyen mimari kodlar olarak islev gérmektedir. Dolayisiyla, bir yapay
zekdnin veya goOzetim sisteminin tasarimi -tipki  bir yasa gibi-gozetlemeyi ya
kolaylastirabilecek ya da sinirlandirabilecek bir mimari diizen anlamina gelmektedir. Bu
noktay1 daha ileri tagiyan Hildebrandt ve Tielemans (2013), tasarim yoluyla yasal koruma
kavramim gelistirmistir. Buradaki yaklagima gore, ag baglantili ¢agimizda temel haklar -
mahremiyet, adil yargilama hakki, ayrimciliga ugramama hakki gibi- yazili hukuk metinleri
ve teknolojik altyapilarin kendi icinde kodlanmis normlarla korunmalidir. Dolayisiyla,
pratikte haklarin sistematik olarak giivence altina alinmasi -0rnegin: varsayilan gizlilik
ayarlari, algoritmik etki degerlendirmeleri ve kullanicilarin veri akigi lizerindeki kontroliinii

saglayan mekanizmalar- i¢in teknolojik ¢oziimlerin uygulanmasi anlamina gelmektedir.

Teorik agidan bakildiginda, dijital gézetim ve yapay zeka temelli karar sistemleri, hukukun ve
teknolojinin kesisiminde yer alan kritik bir normatif uyariya isaret etmektedir. Bu baglamda,
temel haklarin korunmasi i¢in yasal diizenlemelerin yan1 sira bu diizenlemeleri somutlastiran
teknoloji mimarisine de hak koruma ilkelerinin entegre edilmesi gerekmektedir. Dolayisiyla,
dijital gozetim rejimlerinin normlarin uygulanma bi¢imini belirleyen teknolojik tasarimlarla
da sekillendigi goriilmektedir. Bu nedenle, algoritmik siire¢lerin seffafligit ve hesap

verebilirligi saglanmadik¢a, haklarin korunmasi yoniindeki yasal c¢abalar teknik mimarinin

Cyberpolitik Journal Vol. 10, No. 20, www.cyberpolitikjournal.org

177

/,
N\

<< Winter 2025

<



arkasinda etkisiz kalma riski tasimaktadir. Bu noktada, Pasquale’nin algoritmik seffaflik ve
hesap verebilirlige iliskin elestirileri, hak koruma ilkelerinin teknoloji tasariminin yapisal
unsurlarinda da igsellestirilmesi gerektigini ortaya koymaktadir. Pasquale (2015), teknoloji
destekli gézetimin karanlik yiiziinii vurgulayarak, veri isleme siireclerinin yogunlastig1 dijital
ekonomide giiclii aktorlerin ticari sirlarin ardina gizlendigini ve algoritmalarin sézde
tarafsizlik iddialarinin bu nedenle dogrulanamaz hale geldigini belirtir. Dahasi, mevcut hukuk
diizenleri cogu zaman sirketlerin is modellerini ve gozetim sistemlerinin gizli formiillerini de
koruyarak hem bireyler hem de denetleyici kurumlar agisindan ciddi bir seffaflik sorunu
yaratmaktadir. Bu durum, dijital diizenin giderek hukuki seffaflifin yerini teknik gizliligin
aldig1 bir yaprya doniismesine ve bdylece denetim mekanizmalartyla hukukun geleneksel

islevi arasinda derin bir uyumsuzluk dogmasina yol agmaktadir.

Gortldiigii iizere, dijital cagda ortaya c¢ikan temel sorunlardan biri hesap verebilirlik
boslugudur. Tarihsel olarak insan karar vericilere yonelik gelistirilen hukuk sistemi, artik
otomatiklestirilmis, veri odakli ve kodla isleyen giic bi¢imlerine uyum saglamakta
zorlanmaktadir. Bu yapisal boslugu gidermeyi amaglayan AB diizenleyicileri, onemli adimlar
atmigtir: GDPR, bireyler ilizerinde 6nemli etkiler doguran tamamen otomatik karar alma
siireglerini yasaklamakta (Madde 22) ve veri sahiplerine agiklama talep etme, karar siirecine
itiraz etme gibi haklar tanimaktadir. Benzer bicimde, Yapay Zeka Yasasi (Al Act) ve Dijital
Hizmetler Yasalari, algoritmik sistemlerin tasarimi ile kullanimini diizenleyerek, insan
denetimi, seffaflik ve orantililik ilkeleri g¢ercevesinde yeni bir hesap verebilirlik rejimi inga

etmeyi hedeflemektedir.

Sonug olarak, bu kuramsal yapi dijital gdzetimin teknik bir olgunun Otesinde derin bir
normatif ve hukuki mesele oldugunu gostermektedir. Gozetim, haklar ve teknoloji arasindaki
etkilesim, insan onurunu ve demokratik degerlere dayali hukuk diizenini korumak i¢in
yeniden diisiinlilmesi gereken bir alan yaratmaktadir. Bu nedenle, dijital cagin goézetim

pratikleri, hukukun mesruiyetini sinayan bir etik sorumluluk alan1 haline gelmistir.
Dijital Avrupa’da Gozetim ve Mahremiyet: Normatif Simirlar ve Mesruiyet Ilkeleri

Gozetim uygulamalar1 devlet ¢ikarlar1 ile bireysel haklar arasinda temel bir gerilim
dogurmaktadir, liberal demokrasiler baglaminda mahremiyete yonelik her tiirlii miidahale,
ancak giiclii ve mesru bir gerekceyle savunulabilir. Normatif olarak sorgulanmasi gereken
husus, gozetimin hangi kosullar altinda mesru sayilabilecegi ve ne zaman temel haklarin

yasadist bi¢cimde ihlal edildigi sorusudur. Bu soru ozellikle, insan onuru ve mahremiyetin
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temel degerler olarak 6n plana c¢iktigi Avrupa Insan Haklari Hukuku cergevesinde biiyiik
onem tagimaktadir. Nitekim, mahremiyet ile insan onuru arasindaki denge, gereklilik ve
orantililik ilkelerinin uygulanmasi ve gdzetim faaliyetlerinin insan denetimine tabi olmasi gibi
boyutlar, gdzetimin mesruiyetini degerlendirmede kilit roller iistlenmektedir (Lissens, 2024,

Fikfak & Izvorova, 2022).

Normatif hak teorileri, gdzetimin ne zaman ve hangi kosullar altinda bireysel haklar1 hakl
olarak gecersiz kilabilecegini analiz etmek i¢in 6nemli bir ¢cergeve sunmaktadir. Bu baglamda
Dworkin, bireysel haklar1 (6rnegin gizlilik hakkini) kolektif hedeflerin iistiinde
konumlandirmakta ve ancak gercek bir acil durum disinda ihlal edilemezligini One
stirmektedir (Dworkin, 1977). Buna gore, gézetim uygulamalar1 ancak bagska bir temel hakki
korumak amaciyla ya da ger¢ekten olaganiistii bir durumda mesru olabilmekte, rutin bir kamu
refah1 ya da giivenlik gerekgesi gizlilik hakkim gegersiz kilmak igin yeterli olmamaktadir. Ote
yandan Rawls’in teorisi de benzer bigimde bireysel temel haklara 6zel bir 6ncelik tanimakta,
temel esit 6zgiirliikklerin sosyal ve ekonomik hedeflerin 6niinde yer aldigmi savunmaktadir
(Rawls, 1971/1999). Bu baglamda haklarin istiinliiglinlii esas alan anlayis, mahremiyet ve
ozgiirliklerin, kamu  giivenligi  gibi  kolektif = ¢ikarlar ~ ugruna  kolaylikla

smirlandirilamayacagini 6ne siirmektedir.

Normatif hak kuramlar1 perspektifinden bakildiginda, gézetimin hangi durumlarda bireysel
haklarin smirlanmasin1i mesru kilabilecegi tartismalidir. Bu konuda, o6zellikle 11 Eyliil
sonrasinda benimsenen giivenlik-merkezli politikalarin, haklar1 yalnizca giivenlik ugruna
degistirilebilir degiskenler olarak goérme egilimi elestirilmektedir. Bu elestirinin 6ziinde,
haklarin maliyet-fayda analizine indirgenmesi ve 6zgiirliik-giivenlik arasinda nicel bir denge
kurulabilecegi varsayiminin hem kavramsal hem de ahlaki a¢idan yaniltict oldugu, dolayisiyla
haklarin kendi basina tasidigi normatif Onceligin, aragsal gerekgelere indirgenmemesi
gerektigi vurgulanmaktadir (Waldron, 2010). Dolayisiyla bdyle bir yaklasim, haklarin
dogasinda var olan normatif iistiinliigli zayiflatmakta ve onlar1 pragmatik bir ¢ikar analizinin
unsuru haline getirmektedir. Bu baglamda 6zellikle temel medeni ve siyasal haklar, yalnizca
degisen faydaci hesaplamalara dayanarak Odiin verilemeyecek taahhiitlerdir. Buna gore
ozgiirliik ile giivenlik arasinda kayan bir 6l¢ek tahayyiilii, hangi haklarin kimin gilivenligi i¢in
feda edildigi sorusunu ya da Olciitiinii belirsizlestirmektedir (Waldron, 2010). Kisacast,
ozgiirliiklerin sosyal ve ekonomik hedeflerin 6niinde konumlandirilmasi, bu 6zgiirliiklerin
kamu yarar1 gerekgesiyle siradan bicimde feda edilemeyecegini, gdzetimin

mesrulagtirilabilmesi i¢in hak temelli ve ilkeli bir gerek¢enin zorunlu oldugunu ortaya
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koymaktadir. Boylelikle, gilivenlik tehditleri haklarin otomatik bigimde asinmasina neden

olmamalidir.

Anita L. Allen (2008)’m gizlilik etigine iliskin ¢aligmasi, gézetimin prima facie yani ilk
bakista ahlaki olarak yanlis oldugunu ortaya koyarak, hangi istisnai kosullar altinda mesru
goriilebilecegine dair daha incelikli bir normatif cer¢eve sunmaktadir. Allen’in ortaya
koydugu casusluk karsiti ilke, bireylerin kasitli bicimde gozetlenmesinin -gizlilik normlarini
ihlal ettigi ve cogunlukla aldatma veya gizliligin ihlali iizerine kurulu oldugu i¢in- dogasi
geregi etik dis1 oldugunu one siirlilmektedir. Bu onciil, gozetlemenin ahlaki bakimdan tarafsiz
bir yonetim araci degil, bireyin haysiyetine ve 6zerkligine igkin bir tehdit olusturdugunu
vurgulamaktadir. Bununla birlikte Allen, belirli istisnai durumlarda gézetlemenin etik agidan
kabul edilebilir, hatta zorunlu olabilecegini de kabul etmektedir. Bu durumlar, inkar
edilemeyecek Olciide iyi amaglar -6rnegin ciddi bir zararin 6nlenmesi- giidiildiigiinde ve daha
az midahaleci bir alternatifin mevcut olmadig: hallerde goriilmektedir. Bu yoniiyle Allen’in
yaklagimi, gozetimi hak temelli ve ilke odakli bir etik cergeveye yerlestirerek, onun
mesruiyetini orantililik, gereklilik ve insan onuruna saygi ilkeleriyle kosullandirmaktadir.
Dolayistyla, istisnai durumlarda dahi gozetleme pratiklerine kat1 ahlaki siirlamalarin
getirilmesi gerektigini 1srarla savunmaktadir. Bu baglamda tanimladig1 erdemli casus figiiri,
mahremiyete ancak ciddi bir isteksizlikle ve gozetlenen kisinin ahlaki iradesine saygi
gostererek miidahale eden, bu miidahaleyi ise zarar1 en aza indiren, Ol¢iilii ve 6zenli
yontemlerle gergeklestiren bir aktorli temsil etmektedir (Allen, 2008). Bu anlayisa gore, etik
olarak hakli gosterilebilecek her tiirlii gozetleme, en az miidahaleci araglari kullanmali,
yalnizca zorunlu olan hedefleri gozetmeli ve bireyin insan onuru ile 6zerkligine kosulsuz bir
sayg1 gostermelidir. Bu 0Ozellikle asagilayici, keyfi ya da asir1 miidahaleci yontemlerden
sistematik bicimde kacinmay1 gerektirmektedir. Dolayisiyla Allen’in normatif yaklagima,
gbzetimin mesruiyet sinirini belirleyen temel Olgiitiin insan onuru ve 6zerkligin korunmasi
oldugunu vurgulamaktadir. Zira gozetim, bireyleri yalnizca birer nesne ya da veri noktasina

indirgedigi anda -amac1 ne kadar iyi olursa olsun- etik sinirin 6tesine gegmis olacaktir.

Gorildiigii lizere bu teorisyenlerin ortak yaklasimi, gézetim olgusuna iliskin hak temelli bir
normatif varsayim ortaya koymaktadir. Gozetim, dogas1 geregi etik acidan siipheli bir eylem
olarak degerlendirilmektedir. Bu silipheyi ortadan kaldirmak i¢in kamu giivenligi ya da genel
cikar gibi soyut gerekgeler yeterli goriilmemektedir. Bunun yerine, yalnizca diger temel
haklarin korunmasina veya acil durumlarin yonetimine yonelik, agik¢a tanimlanmis ve ikna

edici etik gerekceler sunulmalidir. Bu nedenle, her tiirlii gizlilik ihlali dar kapsamli bir
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bicimde tanimlanmali ve siki ahlaki sinirlamalara tabi tutulmalidir. Bu normatif durus,
gdzetimin mesruiyetinin belirlenmesinde gizlilik, 6zgiirliik ve insan onuru gibi temel haklarin
belirleyici oldugu anlayisiyla ortiismektedir. Dolayisiyla, bu kriterleri karsilamayan her tiirlii
gbzetim uygulamasi, mesru bir glivenlik Onlemi degil, ag¢ik bi¢cimde hak ihlali olarak

degerlendirilmelidir.
Dijital Kapitalizm Caginda Mahremiyet ve insan Onuru

Insan onuru, dzerk, esit ve ahlaki degere sahip bir 6zne olarak, kurucu bir insan haklari ilkesi
olarak calismamizda ele alinmaktadir. Bu baglamda, Avrupa insan haklar1 sdylemi,
mahremiyetin insan onuruyla ayrilmaz bir bi¢cimde baglantili oldugunu vurgulamaktadir.
Ozellikle 20. yiizyiln totaliter rejimlerinin deneyimleri, kisisel verilerin kétiiye
kullanilmasinin insan onurunu dogrudan zedeleyebilecegini acik bicimde gostermistir. Nazi
Almanyasi’nin azinliklart izlemek, siniflandirmak ve yok etmek amaciyla veri sistemlerini
kullanmasi, gozetimin etik sinirlariin tarihsel olarak nasil agildigin1 somut bigimde ortaya
koymustur (Bygrave, 2014, Whitman, 2004). Bu tarihsel travmalarin ardindan olusturulan
Avrupa hukuk araclar1 -basta Alman Temel Yasasi (Grundgesetz, 1949) ve Avrupa Insan
Haklar1 Sézlesmesi (AIHS) olmak iizere- mahremiyetin korunmasini kasitli olarak insan
onuru kavramina dayali bir hak olarak yeniden tanimlamistir (ECHR, 1950, Article 8,
Grundgesetz, 1949, Article 1). Dolayisiyla bu yaklasim, bireylerin yalnizca devletin kontrol
nesnesi veya veri kaynagi olarak goriilmeksizin, kisiliklerini ve kimliklerini bagimsiz bi¢gimde
gelistirme hakkina sahip olmalar1 gerektigi anlamina gelmektedir. Boylelikle mahremiyet, salt
bir bilgi gizliligi meselesi olmaktan ¢ikarak, insan onurunu koruyan 6zgiir ve 6zerk varolusun

etik temeli haline gelmistir.

Avrupa’daki mahremiyet-onur iligkisi, Anglo-Amerikan yaklagimindan belirgin bicimde
ayrilmaktadir. Whitman’in (2004) ileri siirdiigli gibi, kita Avrupasi’nda mahremiyet
hukukunun kokeni esasen onur ve itibarin korunmasina dayanan bir tarihsel gelenekten
tiremistir. Buna karsin Amerikan yaklasimi, bireyin devlet miidahalesinden o6zgiirliigii
ilkesine dayanmaktadir. Bu ayrim, mahremiyetin Avrupa diislincesinde 6zel alanin gizliligi
disinda kisiligin, 6zsayginin ve sosyal taninmanin korunmasi olarak kavramsallastirildigini
gostermektedir. Bu baglamda Avrupa normatif perspektifinde gizlilik ihlalleri, dogrudan
kisiligin biitiinligiine ve insan onuruna aykir1 eylemler olarak degerlendirilmektedir. Siirekli
gozetim pratikleri -anlik zarar dogurmasa bile- bireyleri kalict bir maruz kalma, giigsiizliik ve

asagilanma konumuna yerlestirerek onurla bagdasmayan bir varolus bi¢cimine zorlayacaktir
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(Bygrave, 2014, De Hert & Gutwirth, 2006). Bu durum o6zellikle, bireylerin 06zel
iletisimlerinin, davraniglarinin veya hareketlerinin izlenmesi gibi uygulamalarda daha
belirgindir. Zira bu tiir eylemler bireyi varsayilan olarak siipheli konumuna indirgemekte ve
ozgiirce kendini ifade etme kapasitesini zayiflatmakta ve onurun gerektirdigi kisisel saygiy1
asindirmaktadir. Sonug¢ olarak, Avrupa insan haklar1 sdylemi, mahremiyet hakkini negatif
Ozgiirlik bi¢cimi olmanm oOtesinde insan onurunun kurucu unsuru olarak yeniden

tanimlamaktadir (ECHR, S. and Marper v. United Kingdom, 2008, para. 66).

Mahremiyet ile insan onuru arasindaki iliski, siklikla gerilimli bir degerler alani olarak
tartisilsa da Avrupa insan haklar1 hukukunda bu iki kavram birbirini karsilikli olarak
tamamlayan ve mesrulastiran hak ilkeleri biciminde kavramsallastirilmaktadir. Mahremiyetin
korunmasi, bireyin onurunu teyit etmenin ve kisisel biitiinliigiinii siirdlirmenin asli bir
yoludur. Bu ¢ercevede etik zorluk, mahremiyet ile onuru birbirine karsi dengelemekten
ziyade, her ikisini de giivenlik ve kamu yarar1 gibi diger toplumsal hedeflerle uzlagtirmaktir.
Bu baglamda, gozetim pratiklerinde onur kavraminin 6ne ¢ikarilmasi, sinirlama argiimanini
giiclendirir, ¢linkii bu vurgu, bireylerin her seyi goren bir devletin seffaf Gznelerine
indirgenmemesi gerektigini hatirlatir (Bygrave, 2014). Dolayisiyla, gozetim uygulamalar
mesru  sayilabilecek olsa dahi, bireylerin onurunu ortadan kaldiracak bi¢imde
yiiriitiilmemelidir. Ozellikle zalimane, asagilayici veya son derece kisisel miidahale igeren
yontemlerden kaginilmasi gerekmektedir. Nitekim AIHM, asir1 miidahaleci gozetleme
bicimlerini, 6zel hayata saygi hakki (ECHR, 1950, Article 8) kapsaminda kisisel biitiinliik ve
onur temelli ihlallerle iliskilendirmistir. Daha asir1 vakalarda ise, son derece asagilayici
gbzetim uygulamalari, bireyin insani 6zsaygisin1 zedeleyerek AIHS Madde 3 (insanlik disi
veya asagilayici muamele yasagl) kapsaminda degerlendirilmistir. Béylece AIHM,
mahremiyet ve onurun bir arada, insan kisiliginin Ozline iligkin normatif bir biitiinliik

olusturdugunu teyit etmistir.

Goriildigi iizere, onur merkezli bir etik anlayis, gozetim diizenlemelerinin kamu yarariin
yan1 sira bireyin Ozerklik ve esit Ozne statlisiine saygi ilkesine de uygun bigimde
siirlandirilmasint gerektirir. Boyle bir yaklasim, gozetimin mesruiyetinin amaglarinin ve
kullandig1 araglarin bireysel onur iizerindeki etkilerinin degerlendirilmesine bagli oldugunu
varsaymaktadir. Dolayisiyla herhangi bir mesru gézetim politikasi, bireysel onurun korunmasi
icin gerekli olan mahrem alani korudugunu, 6rnegin, mahrem Kkisisel verilerin toplanmasini
siirlayarak, bireyin seref ve itibarina saygi gostererek ve kisilerin utang verici ya da

asagilayici kosullarda izlenmesini Onleyerek gosterebilmelidir. Bu ¢ercevede, mahremiyetin
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insan onurunun korunmasiyla yakindan iligskili oldugu kabul edilmelidir. Giivenlik ile
mahremiyet arasinda sifir toplamli bir karsitlik kurmak, etik agidan yanilticidir, zira her iki
deger de Ozgiir ve haysiyetli bir yasam bi¢iminin Onkosullarini olusturur (Solove, 2007).
Sonug olarak, insan onurunu zedeleyen goézetim, ahlaki mesruiyetini kaybedecek: giivenligi
saglama iddiasi tasisa bile, bdyle bir sistem yasamaya deger bir toplumsal diizenin

korunmasina hizmet etmekten uzaklasacaktir.
Hukuki ve Normatif Perspektiften Gozetim: Gereklilik, Orantihlik ve Insan Denetimi

Avrupa insan haklar1 hukukunda, &zellikle AIHS 8. maddesi uyarinca, bireylerin 6zel
hayatina yonelik her tiirlii miidahale -gozetim uygulamalar1 dahil- yalnizca yasallik, mesru
amag, gereklilik ve orantililik kriterlerinin eszamanli bi¢cimde karsilanmasi halinde mesru
kabul edilmektedir (Harris vd., 2018). Bu iki temel ilke, demokratik bir toplumda haklarin
sinirlanmasinin keyfilikten korunmasi ve devlet miidahalesinin dl¢iiliiliigiiniin saglanmasi igin
normatif bir ¢erceve olusturmaktadir (Letwin, 2023). Bu baglamda gereklilik ilkesi, devletin
gozetim Onlemini yalnizca acil bir toplumsal ihtiya¢ durumunda uygulayabilecegini, yani soz
konusu amaca ulagmak i¢in daha az miidahaleci bir alternatif bulunmadigini gostermesi
gerektigini ongdrmektedir (Guida & Tozzi, 2020). Buna karsilik orantililik ilkesi, gdzetimin
bireyin mahremiyet hakkina miidahalesinin, elde edilmek istenen kamu yarariyla makul bir
denge icinde olmasini zorunlu kilmali ve miidahale, ulasilmak istenen amacla

karsilagtirildiginda agir1 bir yiik getirmemelidir.

AIHM igtihadinda bu ilkeler, gbzetim onlemlerinin mesruiyetini belirleyen baslica
degerlendirme araglar1 olarak yerlesmistir. Ornegin Roman Zakharov v. Russia kararinda
Mahkeme, kitlesel telefon dinleme rejimlerinin demokratik bir toplumda gerekli olabilmesi
icin yeterli denetim mekanizmalarina ve siirli hedefleme 6lgiitlerine sahip olmasi gerektigini
belirtmistir (ECHR, 2015, para. 232). Benzer bicimde, Szabo and Vissy v. Hungary kararinda,
ulusal giivenlik gerekgesiyle yiiriitiillen genis kapsamli izlemelerin orantililik kosulunu
kargilamadig1 sonucuna varilmistir (ECHR, 2016, para. 89). Dolayisiyla, Avrupa insan haklari
hukukunda gereklilik ve orantililik, gozetim politikalarinin yasalligin1 ve ahlaki mesruiyetini

de smirlandiran normatif ilkeler olarak islev gdrmektedir.

Bu ilkelerin uygulama diizeyinde yorumlanmasi, gdzetimin ultima ratio -yani son gare-
niteliginde olmasi gerektigi anlamima gelmektedir. Buna gore, gozetim yalnizca daha az
miidahaleci Onlemlerin yetersiz kaldigi, belirli ve oOlgiilebilir bir tehdidin mevcut oldugu

durumlarda kullanilmali ve bu tehdidin yogunlugu ve niteligiyle orantili bi¢imde
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sinirlandirilmalidir. Benzer sekilde, AB Adalet Divan1 (ABAD), AB Temel Haklar Sarti’nin
7. ve 8. maddelerini yorumlarken, gozetimin mesruiyetini gereklilik ve orantililik kriterleriyle
sik1 bigimde iliskilendirmistir. Digital Rights Ireland v Ireland ve Tele2 Sverige AB v Post-
och telestyrelsen kararlarinda Divan, ayrim gdzetmeyen, genel veri saklama rejimlerinin
bireylerin mahremiyetine ve veri koruma hakkina Olgiisiiz bicimde miidahale ettigine
hilkkmetmis ve bu tir uygulamalar gergek gereklilik ve orantililik ilkelerinden yoksun
olduklar gerekgesiyle gecersiz kilmistir (CJEU, 2014, paras. 54—69, CJEU, 2016, paras. 99—
107). Bu igtihatlar, gdzetimin mesru sayilabilmesi i¢in yasal temele ve siki normatif
gerekcelendirmeye ve birey-merkezli bir siirlandirma rejimine dayanmasi gerektigini teyit
etmektedir. Gorildigl lizere ABAD igtihadi, genis kapsamli ve ayrim gdzetmeyen veri
toplama uygulamalarinin, bireylerin 6zel yasamina yonelik agir bir miidahale teskil ettigini
acik bigimde ortaya koymaktadir. Dolayisiyla, bu tiir kapsamli veri saklama onlemlerinin
yalnizca esit derecede ciddi tehditlerle -6rnegin organize su¢ veya terdrizmle miicadele gibi-
hakli gosterilebilecegini ancak, soyut, genel veya varsayimsal risklerin bu Ol¢iide bir

miidahaleyi mesrulastiramayacagini vurgulamaistir.

Gereklilik ve orantililik ilkelerinin uygulanmasi, devletlerin gozetim faaliyetlerini her bir
vaka icin ayr1 ayn siirekli bicimde gerek¢elendirmesini zorunlu kilmaktadir. Genis kapsaml
genel yetkilendirmeler veya siiresiz  kitlesel izleme wuygulamalar1 bu ilkelerle
bagdasmamaktadir. Bunun yerine gozetim, belirli bir amaca yonelik, 6l¢iilii ve zamanla sinirlt
sekilde kullamilmalidir. AIHM’nin birgok kararinda vurgulandigi gibi, demokratik bir
toplumda alinan onlemler yararli olmasinin yam sira kesinlikle gerekli olmasi baglaminda
anlamli olmaktadir.  Dolayisiyla gereklilik ve orantililik ilkesi, ayni amaca daha az
miidahaleci araglarla ulagiliyorsa daha kapsamli 6nlemlerin dl¢iisiiz sayilacagi anlamina gelir.
Ornegin, tiim vatandaslarin iletisim verilerini siiresiz bicimde saklamak yerine yalnizca makul
sliphe altindaki kisilerin iletisimlerinin izlenmesi hem daha dar kapsamli hem de temel
haklara daha saygili bir yaklasim benimsenmelidir. Bu yaklasim, devletleri ayrim gozetmeyen
kitlesel gozetimden uzaklagtirarak hedefli ve baglama duyarli gdzetim yontemlerini
benimsemeye yonelten normatif bir tegvik yaratacaktir. Dahasi gereklilik ve orantililik ilkeleri
diizenli denetimi de zorunlu kilmakta, ani bir tehdit veya olaganiistii durum sirasinda gerekli
goriilen bir gozetim tedbiri, tehdit ortadan kalktiginda artik gerekgesini yitirebilmektedir. Bu
nedenle gozetim yetkilendirmeleri belirli siirelerle sinirlanmali, devam edecekse yeni bir

gerekcelendirme silirecinden gegmelidir. Avrupa hukuk literatiirlinde bu anlayis, hukukun
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teknolojik doniislime uyum saglayarak insan onuru, hesap verebilirlik ve demokratik denetim

ilkelerini koruma c¢abasinin bir pargasi olarak degerlendirilmektedir.

Kisacasi gereklilik ve orantililik ilkeleri, temel haklarin en 6nemli giivenceleri arasinda yer
alarak, demokratik bir toplumda goézetim faaliyetlerinin korumay1 amagladig1 ozgiirliikleri
ortadan kaldirmamasin1 saglamaktadir. Araglarla amaclar arasinda makul bir oranti
kurulmasin1 ve haklara yalnizca zorunlu oldugu 6lciide miidahale edilmesini sart kosarak, bu
ilkeler giivenlik politikalarinin 6zgiir, adil ve onurlu bir toplum diizeniyle bagdasabilir
kalmasin1 teminat altina almaktadir. Nitekim akademik literatiirde de vurgulandig: iizere,
giivenlik ile mahremiyeti karsit kutuplar seklinde konumlandirmak yanlis bir ikilemdir, ¢iinkii
giivenligin mesru bir bigimde saglanabilmesi, mahremiyetin 6zlinii olusturan iki temel degere
-bireysel Ozerklik ve keyfi miidahalelere karsi korunma hakkina- saygi gosterilmesine
baglidir. Dolayisiyla yalnizca gerekli ve orantili nitelik tasiyan gézetim uygulamalar1 hukuken
ve etik olarak mesru sayilmali ve bu 6l¢iitleri karsilamayan her tiirlii gézetim faaliyeti ise hak

ihlali olarak degerlendirilmelidir.

Normatif kuram ve hukuk doktrininde siirekli vurgulanan bir tema, goézetim
mekanizmalarinda insan gozetiminin normatif zorunlulugudur. Insan gozetimi, o&zellikle
dijital cagin otomatik, Ozerk ve ¢ogu zaman seffaf olmayan izleme teknolojilerinin
yayginlastigi bir baglamda, hukukun {stiinliigii, hesap verebilirlik ve temel haklarin
korunmasi agisindan merkezi bir konuma sahiptir. Bu kavram, gozetim faaliyetlerinin
yalnizca teknik siireglere veya algoritmik yapilara birakilmamasi, aksine demokratik
mesruiyet ve etik sorumluluk ilkeleri dogrultusunda, yetkilendirilmis bireyler veya kurumsal
aktorler tarafindan siirekli denetlenmesi gerekliligini ifade etmektedir (Green, 2022).
Dolayistyla, yliz tanima gibi algoritmik gdzetim teknolojilerinin uygulanmasindan &nce
yetkili kurumlarca hazirlanacak etki degerlendirme raporlarinin kamu denetimine agilmasi,

insan karar vericilerin siirece dahil edilmesi gerekmektedir.

Bu cer¢evede insan gozetimi, diizenleyici kurumlar, bagimsiz denetim organlar1 veya yargisal
otoriteler gibi hesap verebilir mercilerin, gézetim uygulamalarinin amag, kapsam ve araclari
tizerinde siireklilik arz eden bir kontrol mekanizmasi kurmasini gerektirmektedir. Boyle bir
denetim, hem bireylerin 6zel hayatinin gizliligini ve ifade 6zglirliigiinii korurken hem de
devletin gdzetim yetkisinin keyfilesmesini onleyerek hukuk devletinin normatif siirlarmni
giiclendirmektedir (Sterz et al., 2024). Dolayistyla, insan gozetimi teknik bir giivenlik 6nlemi

olmanin Otesinde demokratik yoOnetisimin ve insan onuruna dayali hukuki diizenin
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vazgecilmez bir unsuru olmaktadir. Bu yaklagim hem hukuki mesruiyet hem de demokratik
denetim agisindan kritik bir Oonem tagimakta ve insan gozetimi ve Ozgiirliik boyutu
baglaminda denetimsiz gozetim yetkilerinin bireysel 6zgiirlik icin ciddi bir tehdit
olusturdugunu kabul etmektedir. Bu nedenle 6zgiirliigiin korunmasi, gézetim siireglerinin her
asamasinda bilingli insan yargisina, seffaf isleyise ve bagimsiz dis denetim mekanizmalarina

tabi kilinmasini gerektirmektedir.

Normatif bir perspektiften bakildiginda, insan denetimi bireysel 6zgiirliiklerin korunmasi ve
devletin gozetim yetkisinin siirlandirilmasi agisindan temel bir gilivence islevi goriir. Bu
cercevede, Dworkin’in haklarin yalmizca diger haklara veya olaganiistii durumlara tabi
olabilecegi yoniindeki yaklagimi, 6zgiirliiklerin sinirlanmasinin ancak istisnai ve rasyonel
gerekeelere dayanabilecegini vurgular (Dworkin, 1977). Dolayisiyla, bir gézetim 6nleminin
mesru kabul edilebilmesi i¢in, bireysel haklara yapilan miidahalenin kamu yarartyla kurdugu
denge, yalnizca teknik kurumlar tarafindan degil, ayn1 zamanda bagimsiz ve tarafsiz insan

aktorleri tarafindan da normatif bir degerlendirmeye tabi tutulmalidir.
Sonug¢ ve Degerlendirmeler

Bu calisma, dijital kapitalizm ¢aginda yapay zeka destekli gozetim teknolojilerinin insan
haklar1 iizerindeki etkilerini kuramsal ve hukuki bir ¢er¢evede degerlendirmistir. Ozellikle
mahremiyet, ifade 6zglirliigli ve insan onuru gibi temel haklarin, yapay zeka teknolojilerinin
yayginlastig1 bir dijital altyapi i¢inde nasil yeniden tanimlandigini ve kimi zaman tehdit altina
girdigini ortaya koymustur. Dijital gézetim sistemlerinin teknik bir meselenin Gtesinde etik,
hukuki ve siyasal bir sorun oldugu sonucuna varilmistir. Dolayisiyla, gereklilik, orantililik ve
insan denetimi ilkeleri, dijital gozetimin mesruiyetinin saglanmasinda temel normatif
dayanaklar olarak tanimlanmistir. Mahremiyet hakki, bireysel bir 6zgiirliik olmanin disinda
demokratik toplumun temel tasi olan insan onurunun korunmasi bakimindan da vazgecilmez
bir ilkedir. Bununla birlikte ¢aligmanin ortaya koydugu en énemli bulgulardan biri, mevcut
hukuk diizenlerinin hizli dijital doniisiim karsisinda yetersiz kalmasidir. Ayrica hesap
verebilirlik bosluklarinin giderek artmasi ve algoritmik karar sistemlerinin seffaflik ilkesinin
zayiflamasidir. Dijital gdzetim, yalnizca yasal normlarla degil, ayn1 zamanda teknolojik
tasarimlarla da sekillenmektedir. Dolayisiyla mahremiyetin ve 6zgiirliigiin korunmasi, hukuk

ve teknolojinin birlikte yeniden insasin1 gerektirmektedir.

Bu baglamda, algoritmalarin ve veri isleme sistemlerinin, tasarim asamasindan itibaren temel

haklara duyarli bir sekilde yapilandirilmasi, varsayilan gizlilik ve kullanici 6zerkligi
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ilkelerinin kod mimarisine entegre edilmesi gerekmektedir. Ozellikle yiiksek risk tasiyan
yapay zekd uygulamalarinda, algoritmalarin isleyisine dair seffaflik saglanmali,
degerlendirmeler kamuya acik hale getirilmelidir. Gozetim faaliyetleri teknik sistemlerin yani
sira bagimsiz kurumlar ve insan aktorler tarafindan siirekli denetime tabi tutulmalidir.
Bireylerin veriler tizerindeki kontroliinii artiracak sekilde dijital egemenlik ilkesi
gelistirilmelidir. Yapay zeka ve gozetim teknolojilerinin sinir asan niteligi géz Oniinde
bulunduruldugunda, uluslararasi hukukta koordineli diizenlemelerin yapilmasi, dijital haklarin
evrensel insan haklar1 ¢ergevesinde yeniden tanimlanmasi ve toplumun dijital haklar,
algoritmik karar alma ve veri giivenligi konusunda bilinglendirilmesi, o6zellikle geng

kusaklarin dijital yurttaglhk bilinciyle donatilmas1 gerekmektedir.

Sonug olarak, dijital kapitalizmin gozetim manti§ina kars1 insan haklarin1 korumak, teknik
diizenlemelerle tek basina yeterli goriilmemektedir. Daha derin etik, normatif ve yapisal
miidahaleler gerekmektedir. Bu miidahaleler, mahremiyet ve ifade ozgiirliigii gibi temel
haklarin demokratik toplum diizeninin devamliliginin teminati oldugu diisiincesiyle
yapilmalidir. Bu baglamda, insan onurunu merkeze alan ve teknolojik tasarimlari hukuki

normlarla biitiinlestiren yeni bir dijital haklar rejimi insa edilmelidir.
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